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I Introduction

1 Motivation

This thesis aims to develop a method to treat correlated electron systems close to an
integrable point during the prethermalization regime. In particular, we will investigate
various nonequilibrium protocols acting upon the weakly interacting Hubbard model.
Our method will be based on two fundamental concepts of quantum mechanics. First,
physical observables are represented by Hermitian operators, and their expectation
values give the mean value of measuring the corresponding quantity in an experiment.
Therefore, we aim to compute expectation values instead of other non-measurable
quantities, e.g., the wave function. Second, there is an inverse relationship between
time t and energy F, ¢ ~ % according to the Schrodinger equation and the uncertainty
relation. A weakly interacting system exhibit two different energy scales. The first
is a “high” energy scale due to the hopping Hamiltonian, and the second is a “low’
energy scale induced by the weak interactions. This separation of energy scales leads
to a separation of time scales. We call the short time-scale prethermalization regime
and the long one thermalization regime. We will expand the expectation values in the
integrability-breaking parameter and compute the lowest-order nontrivial contributions.
They will relax to a stationary value in the thermodynamic limit. In finite systems,
there will be infinitely many recurrences, and no relaxation occurs. The cumulative
effect of the integrability-breaking terms generates further relaxation processes. These
processes are not captured by our method, and they induce thermalization at later
times.!™3

Y

It is well established by now that there is a significant difference between the nonequi-
librium dynamics of integrable and nonintegrable quantum systems.* Nonintegrable or
generic systems thermalize, meaning that observables relax towards stationary values
described by a Gibbs ensemble with an effective temperature determined by the initial
state.] The eigenstate thermalization hypothesis (ETH)>? tries to explain when and
why this phenomenon occurs. On the other hand, integrable systems relax towards a
generalized Gibbs ensemble (GGE),'!3 which retains an additional amount of informa-
tion on the initial state. We focus on generic systems, which are close to an integrable
point. The high-energy scale then corresponds to an integrable system, and thus we
expect relaxation towards a GGE on the prethermalization time scale. At later times the
weak interactions induce further dynamics, and thermal expectation values are reached.

Systems of ultracold atoms provide exceptional opportunities to study such nonequi-



I INTRODUCTION

librium problems experimentally because they are in almost perfect isolation from the
environment. The primary time scale for the temporal evolution of ultracold atoms is
orders of magnitudes slower (~1 ms) than that for correlated electron systems (~1 fs),
making it much easier to keep track of the time evolution.'* Experimental progress in
ultracold atom systems!® 2" allows to measure the relaxation process of nonequilibrium
dynamics. Some experimental setups exhibit nonthermal steady states,? 23 which were
identified as prethermal states.

The generation of prethermal states is a generic feature and occurs in solids as well.
However, the time window for observations closes more rapidly than in ultracold atom
experiments, making it more challenging to detect the prethermal states. Our method
will predict the properties of the prethermal state and the point in time of its creation.
The theoretical prediction should act as a guide for experimental setups.

2 Organization of the thesis

We study correlated electrons in solid matter, which we model by interacting fermions
in the thermodynamic limit.?* 2" We compute the quantities of interest for the Hub-
bard model,?® 3" which we introduce in section 3. We investigate a particular class of
nonequilibrium problems. Initially, the system is in the ground state, and then a small
time-dependent perturbation brings the system out of equilibrium, and the observables
become time-dependent. Our general method is the expansion in interaction strength
g around the integrable point of a noninteracting system. We calculate the first first
nontrivial contribution as in weak-coupling it dominates during the short time scale.

The quantity of interest is the zeroth, first or second-order term in ¢ depending on
the nonequilibrium protocol and observable. The power in g determines the observed
features. We always encounter relaxation to a constant value. A prethermal or thermal
state captures these constant values. On a larger time scale, the weak interactions lead to
thermalization.!® We shortly explain thermalization induced by quasiparticle scattering
in the outlook subsection III1.6.a) . We introduce the concepts of thermalization and
prethermal states governed by a GGE in section 4.

This dissertation has two main chapters. In the first one, we investigate local po-
tential quenches. We start from a translationally invariant state and break its symmetry
by quenching an attractive impurity potential on a single site to generate dynamical
Friedel oscillations in the site-resolved density of particles. Thus, we have a nontrivial
time evolution in O(g°) and treat the problem as purely noninteracting. As a result,
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3 HUBBARD MODEL

the observables relax to a state described by a GGE!*13 as the system is integrable.

Our main result is the distinction between two physically different regimes. In the first
one, the GGE becomes the standard Gibbs ensemble, while in the second an additional
conserved quantity becomes relevant.

In the second chapter, we study a time-dependent perturbation, which is uniform
in space. Due to the symmetry, the purely noninteracting state is not affected, and we
compute the first or second correction in g depending on the observable. We group the
observables into two categories according to whether the linear term in ¢ vanishes or
not. Furthermore, we investigate two different classes of problems. First, we change
the interaction strength by different protocols, including quenches, ramps, and periodic
driving. The initial state is non- or weakly interacting. Second, an electric field pulse hits
the weakly interacting system. Interactions induce nontrivial dynamics, and our method
predicts a nonthermal steady state, which we expect to collapse on the thermalization
time scale.

3 Hubbard model

In 1963 Gutzwiller,>® Kanamori,?? and Hubbard?® independently proposed the same
Hamiltonian H. They studied the physics of transition and rare-earth metals with very
localized outer electrons in d or f shells.?” Nowadays, it is referred to as the Hubbard
model, and it is the sum of two competing terms. The first one is an electronic hopping
Hamiltonian and the second is a local interaction term. By studying this idealized
model, one can find various interesting universality classes of strongly correlated electron
systems.3!

First, we set up the general electronic Hamilton operator of solid-state physics and
gradually approximate it to the Hubbard Hamiltonian. We apply the Born-Oppenheimer
approximation,3? which means that the motion of the ions is neglected. Thus, the effec-
tive Hamiltonian consists of the electrons’ kinetic energy, the electron-ion interaction and

3



I INTRODUCTION

the electron-electron interaction. The first two parts are captured by a single-particle
operator Hy and the electron-electron interaction by a two-particle operator V

H=Hy+V,
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Our derivation follows mainly the book of Peter Fulde?® and we consider only the
nonrelativistic formulation. The field operators obey the anti-commutator relations,

{@;(r), \i/a/(r')} = Sy d(r — ) {\ila(r), @U,(r')} - {xifj,(r), \i/j,,(r')} -0,

Next, we insert orthonormal basis functions f;(r) to express the Hamiltonian in creation

¢! and annihilation operators é,,,
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The transformation and anti-commutator relations are

P = S E e b [ £

{ehintps} = Gowdy and el b= {e0,,) =0

It is common practice to choose an approximate reduced basis to make the problem
feasible. Therefore, the quality of this description depends on the functional form of
fi(r) as well as on their number.?6

The idea of the Hubbard model is to neglect all the parameters V;;;; except for the
ones with the highest magnitude. We assume localized functions f;(r), which implies
that | f;(r)|* decays fast with |r — r;| compared to the lattice constant. Then, naturally
Viiii = U; has the highest magnitude. The potential energy 1% simplifies to

_ ROt R
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3 HUBBARD MODEL

If the lattice is translational invariant, then U; becomes independent of the lattice site
(U; = U) and the kinetic energy can be diagonalized by Fourier transformation,

ik-r; —ik-r
]C , tij — ti—j7 ekz—Zt(ge s,

fze

The single-band Hubbard Hamiltonian for the translational invariant case is

H= Z Z ekl é + UZ il - (L.1)

k o=

In reciprocal space, the double occupation can be reformulated,

of ol
Zn“nll - Z A’“1""‘52 k3— k4 ok O'k:2 O'k:g O'k:4 )
kl,kz,k3,k4

Ay = %Ze_ik'Ri = Z kG -
G

i

In the remainder of this thesis, we mainly use the tight-binding Hamiltonian for the
kinetic energy part. In the tight-binding approximation, electrons hop only from one site
to the nearest neighboring site. Thus, the hopping amplitudes ¢;; for nearest neighbors
are finite, and the others vanish. This is reasonable in the case of localized wave functions
as the nearest neighbor amplitudes have the highest magnitude of all ¢;;. The on-site
terms t; act as an energy offset, and therefore we may neglect them. For example, the
dispersion relation €, on the d-dimensional hyper-cubic lattice is

d
k= —2t 2 cos(ky,)
n=1

The main advantage of the tight-binding model with Hubbard interaction is that it has
only two parameters, ¢t and U.

In the textbook of Ashcroft and Mermin,? the Hubbard model is described as “a
highly oversimplified model” for strongly interacting electrons in a solid.3! Nevertheless,
the Hubbard model is one of the most important models in theoretical condensed-matter
physics. Despite its simple formulation, the Hubbard model is believed to exhibit various
characteristic phenomena, including metal-insulator transitions, antiferromagnetism,
ferrimagnetism, ferromagnetism, Landau-Fermi liquid and Tomonaga—Luttinger liquid
behavior, and superconductivity.?! Exact solutions for all interaction strengths can
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be obtained for the Hubbard model in one dimension.?® The model can describe the
Mott—Hubbard transition between an insulating and a metallic phase in infinite dimen-
sions at half-filling.?®* On the one hand, one cannot expect that the Hubbard model itself
properly describes an experimental situation in detail, further it is usually necessary to
extend it properly. On the other hand, the model already contains the necessary terms
to describe the basic properties of correlated electron systems.3?

4 Thermalization and prethermal steady states
Steady state

The concept of a steady state is intuitively clear in classical mechanics. If all masses do
not move anymore, then the state is stationary. Hence, it corresponds to all observables
being constant in time. In quantum mechanics, a system is regarded as steady if all
expectation values of physical observables are constant in time. This is true if the
quantum-mechanical wave function |¥(¢)) is an eigenstate of the Hamiltonian,

HIY(t)) = BJ¥(t)) .

We note that all observables are constant in time for an eigenstate, but not the wave
function itself. According to the Schrodinger equation,

L0 2
zhg\\lf(t» = H,|¥ (1)),

the wave function still has a time-dependent complex phase. Hence, the wave functions is
not constant in time even if it is an eigenstate. We compute time-dependent expectation
values and not wave functions. When we encounter representative observables, which
become constant in time, we say that the system has reached a steady state. More
complicated observables may not relax in this manner, so that is not a strict definition.

A classical analog to this situation is the dynamic of a fluid, for which the surface
is an important observable. If the surface does not move, we speak of a steady state.
The more complicated observables are the dynamics of water molecules, which are still
moving, e.g., due to Brownian motion.

If a quantum-mechanical state relaxes to a steady state, it is described by the so-
called diagonal ensemble.®3436 We recap its derivation for a quench from Hy to H.
Every eigenstate |a) of the final Hamiltonian H shall be described by its eigenenergy E
and an additional quantum number A. Usually, it is assumed that the spectrum of H is

6



4 THERMALIZATION AND PRETHERMAL STEADY STATES

nondegenerate and incommensurate.?>3¢ We prefer to use the assumption by Kennes et
al.3” that H, and H share the same set of additional quantum numbers A, i.e., the same
related symmetries. Due to this assumption, the pre- and post-quench Hamiltonians
share the quantum numbers A, and we will use

(B N WX To|E, N> = Sy (B, N[ ToX(To| B, N (1.2)

If it exists, the steady-state expectation value must be equal to the long-time average,

t
— 1 ~
©0) = Jm - f dr(0,
0
t

5 1 o
= 3% S U ANENOIE X)E' N[y im [ drerE-)
E,El )\,)\/ t—0o0 t J

(L2

"N (ol B, W PCE,AOIE, A

=Tr {ﬁDE O} = <O>DE )
poe = ) la)(alOla)al . (1.3)

Eigenstate thermalization hypothesis

A pure isolated state under unitary time evolution remains a pure state. However, the
diagonal ensemble does not resemble a pure state, but not the thermal state either.
The density matrix can only become thermal if the system has contact with a thermal
bath. Nevertheless, it was observed that expectation values relax to their corresponding
thermal values.! The eigenstate thermalization hypothesis (ETH)>? explains why a
system can “thermalize” in this sense, as we now discuss.

A system thermalizes if the expectation values under investigation relax to their thermal
values. The choice of proper observables is important as thermalization varies with the
observables under investigation. E.g. it is expected that “local” observables thermalize
faster than “global” observables. In subsection II1.2.b) , we formally construct constants
of motion, which cannot relax and therefore are not expected to thermalize. The techni-

7
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cal statement of ETH is that the diagonal ensemble and the microcanonical ensemble
result in the same expectation values for certain cases,

1 A
% 0l (L4

0, «
|Eo—Eo|<AE

<O>DE = <O>microcan.(E0) =

Zppap = Y, 1.

[0}
|EBo—Eo|<AE

According to Rigol et al.®, there are three scenarios in which the ETH is applicable.
First, the eigenstate expectation values (a|O|a) do not fluctuate between eigenstates
that are close in energy. In this case, equation (I1.4) holds without exception for all initial
states that are narrow in energy. Second, for physically interesting initial conditions,
the eigenstate occupation numbers [(¥g|a)|? are equal for eigenstates that are close
in energy. Therefore, equation (I.4) immediately follows. Third, for eigenstates close
in energy, there are large eigenstate-to-eigenstate fluctuations of both (a|O|a) and
|{(Ug|a)|?. However, for physically interesting initial conditions, the fluctuations in the
two quantities are uncorrelated, and a given initial state then performs an unbiased
sampling from the distribution of (a|O|a), resulting in equation (I.4).

Integrable models have an extensive set of constants of motion, which are conserved
after a quench. This leads to correlation within the (a|O|a) and [(Wo|a)[?>. Thus,
the ETH is violated, and the long-time limit is a nonthermal value. Nevertheless, it
may be captured by a statistical ensemble. The statistical ensemble is constructed
as the thermal ensemble of a reduced Hilbert space. The Hilbert space is reduced to
states with identical sets of constants of motion as the initial state. The ensemble is
termed generalized Gibbs ensemble (GGE).'%'3 This “generalized” thermalization has
been observed in quenches of integrable models.?® There is progress towards a unified
treatment of the ETH in integrable and generic quantum systems.?’

Prethermalization

The expression prethermalization is used when observables relax on an intermediate time
scale to a nonthermal value. It is believed that real systems are always nonintegrable
and eventually thermalize. If approximations lead to an integrable model, then these
approximations are only valid on a certain time scale. The relaxation to the GGE is
then an intermediate step. However, the neglected integrability-breaking terms will then
accumulate, and the expectation values may thus thermalize at a later stage. Thus, the
GGE describes a state stable on the model time scale but breaks down on a larger time

8



4 THERMALIZATION AND PRETHERMAL STEADY STATES

scale. Therefore, the GGE state may be regarded as a prethermal state.

Direct thermalization Prethermalization
<6>,

~
<O>;
U 1
<O>iitial | <Ospiga— " b - - - - - - - - - -
1
1
1
~
<O>pretherm’- - " 1
A
<O>therm
<O>therm [~ = 7
= () L Ly TR

Tpretherm Tpretherm Ttherm

Figure 1: Schematic plot for direct thermalization (left) and prethermalization (right)

In figure 1, we depict the dynamics of direct thermalization and prethermalization
schematically. The time axis in both plots is logarithmic to emphasize the separation
of time scales.®’ In the left-hand plot, the observable relaxes during a single time
scale and stays constant after reaching its thermal value. In the right-hand plot, the
transient splits into two regimes. During the earlier times up to Tpretherm relaxation
to a nonthermal value occurs. On the much larger time scale Tiperm, Slower processes
lead to thermalization. During intermediate times 7 with Tpretherm € 7T & Tiherm the
system exhibits a plateau, which is the characteristic feature of a prethermal steady state.

The main prerequisite for prethermalization is this separation of time scales. The
separation of time scales is a general phenomenon in many different systems and theo-
ries.*! We will investigate systems close to an integrable point. Therefore, we have an
intrinsic separation of time scales. Our Typetherm Will be given by the electron hopping
between the crystal lattice sites.*? The Tiperm includes inverse orders of the weak inte-
grability breaking parameter g.

Our method will be nonperturbative in the fast process and perturbatively in the
slow processes. Thus, it will capture the time scale Tyretherm, but it has no access to
the time scale Tiperm. Consequently, our method will compute transient from the initial
value <O>inita1 to the prethermal plateau value <O>pretherm. We will encounter both cases
of direct thermalization and prethermalization in this dissertation. In chapter II, the
strength of the perturbation determines whether the local density relaxes to a thermal
or a prethermal expectation value. In chapter III, the observable under investigation

9
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determines the two cases. The occupation numbers relax to prethermal values. On the
other hand, the kinetic energy, double occupation, and current relax to their thermal
values.

Time scales after a pump pulse

Pump-probe spectroscopy has enabled the study of excitation and relaxation processes
in correlated electron systems. Aoki et al.!* explain the dynamics after a pump pulse in
three general phases. Their schematics are displayed in figure 2. First, photoirradiation
excites the system. This is captured by Fermi’s golden rule (linear-response theory) for
weak pumps or the Schwinger mechanism (Landau-Zener tunneling) for strong fields.
The system may also reach a nonequilibrium time-periodic steady state during the
laser application, a so-called Floquet state.*> The effective Floquet Hamiltonian can
drastically differ from the original one. It is possible to generate a negative temperature
ensemble?* during the excitation phase.

. Relaxation (electron dynamics)
el-el scattering I ! ! .
prethermalization ~ nonthermal fixed point ~ dynamical phase transtion

doublon decay
thermalization

Relaxation (electron + phonon)

Excitation Franck-Condon

“distance” from equilibrium

Fermi’ s golden rule el-ph scattering
Landau-Zener tunneling coherent phonon | T\g/
Floquet state I | 1
negative temperature lattice distortion N\~ metastable
| . ‘\ . L . o . R
- 2 3 4
1 10 time [V 1] 10 10 10

Figure 2: Schematic time evolution of a system in a pump-probe experiment. From
reference'*

Second, relaxation due to electron dynamics sets in. The early stages of electron-electron
scattering are very distinct from the late time scattering for weakly interacting systems.
We investigate the early stages in section II1.4, which lead to a prethermal state for
intermediate times. Later on, electron-electron scattering is governed by the Boltzmann
equation,* 47" which leads to a thermal distribution as we will discuss in subsection
[11.6.a). The dynamic can passage nonthermal fixed points.*® One might first expect
that strong interactions give rise to fast interparticle scattering, which would restore
equilibrium quickly. However, doublons and holes are created during the first stage in

10



4 THERMALIZATION AND PRETHERMAL STEADY STATES

Mott insulators, and these annihilate in pairs. The relaxation time of doublons in a
gapped system can be orders of magnitude longer than the intrinsic time.*® Certain
nonequilibrium models exhibit a critical perturbation strength. If the excitations exceed
that, then the dynamical features change spontaneously. This phenomenon is coined dy-
namical phase transition® as it resembles certain aspects of equilibrium phase transitions.

At a certain point, the relaxation process enters the third phase, and the electronic
system couples to classical degrees of freedom. Usually, these are lattice distortions. The
corresponding electron-phonon processes can be understood within the Franck-Condon
picture.’! The electronic system is often close to a thermal ensemble but with a higher
temperature than the lattice. During this final phase, lattice and electronic systems relax
to thermal states with a common temperature. This final stage can exhibit macroscopic
spatially dynamical features such as coherent phonons.??

11



II' DYNAMICAL FRIEDEL OSCILLATIONS

II Dynamical Friedel oscillations

1 Introduction to local quenches

This chapter addresses nonequilibrium dynamics after an impurity quench, i.e. the
sudden potential change at a single lattice site. An impurity induces density modulations,
which are peaked at the impurity site in equilibrium. This phenomenon is called Friedel
oscillations after Jacques Friedel.”®> We expect the dynamical creation of similar density
modulations in nonequilibrium. By comparing the equilibrium with the nonequilibrium
situation, we extract the general features of this phenomenon. We encounter a nontrivial
time evolution already for the noninteracting system. Thus, we only investigate a nonin-
teracting, integrable model as interactions would only come into play at later time scales.

Similar quenches have recently been investigated in a series of publications by J. M. Zhang
et al.>*%% They study the real-time behavior after an impurity quench in a one-
dimensional tight-binding chain. Their numerical and analytic investigation shows
cusps®® and plateaus® in the dynamics of single-particle states, and the Fermi sea
generates dynamic Friedel oscillations.®® For a noninteracting system with impurity
potential, the single-particle eigenstates were found to determine its nonequilibrium
behavior.

We intend to generalize the impurity quench problem to a higher-dimensional set-
ting. Our first choice fell on the Bethe lattice and Cayley tree because its symmetry
enables us to solve this problem analytically. The infinite Bethe lattice is also important
for fermions in high dimensions and dynamical mean-field theory.®” > We find that
the Hilbert space separates into states, which are either affected or not affected by
the impurity. Consequently, we have to solve an effectively one-dimensional problem.
Furthermore, the exact eigenstates for arbitrary lattices in the thermodynamic limit are
known®6! from the Lippmann-Schwinger equation. With all eigenstates at hand, we
evaluate the impurity problem also on the square and the simple-cubic lattice.

First, we present shortly our noninteracting quench Hamiltonian and its initial ground
state. Second, we explain how to compute the local density from the single particle
states. Third, we introduce the Cayley tree and its limit, the Bethe lattice.%? After
that, we explain how the symmetry of the Hamiltonian separates the Hilbert space into
closed subspaces. By applying the Hamiltonian to any state of one subspace, the new
states remains in the same subspace. Hence, our problem decomposes into separate
lower-dimensional problems. Next, we apply an ansatz to generate all eigenstates of each

12



1 INTRODUCTION TO LOCAL QUENCHES

subspace. We focus on the shell-symmetric states as we can deduce all other eigenstates
from them. If the impurity strength is larger than a critical value, a localized state
emerges. For weaker impurities, all eigenstates are extended states.

In the second part, we introduce the Lippmann-Schwinger equation and deduce the
single-particle eigenstates with impurity. If the local Green function is accessible, we can
compute the eigenstates for an arbitrary lattice. The local Green function determines
the emergence of the localized state. After checking this ansatz for the Bethe lattice, we
evaluate the dynamics for the Bethe, the square, and the simple-cubic lattice.

In the third part, we show real-time dynamics results. We begin with the short-
time dynamic of the single-particle states. We observe two qualitatively different regimes
depending on the existence of the localized eigenstate. Next, the dynamics for the Fermi
sea exhibit dynamical Friedel oscillation, which spread out with a fixed velocity. We
will encounter our main result, when we compute the long-time limit. It relaxes to two
physically different regimes: If no localized eigenstate exists, our observables relax to
their thermal values. By contrast, if a localized state emerges, then the observable does
not thermalize, and a GGE describes the long-time limit.

a) Impurity quench Hamiltonian

Now, we define the impurity quench Hamiltonian for our scenario,

i I:[O for t <0
b Hy+V for t>0

The unperturbed, translationally invariant hopping Hamiltonian is the same as for the
Hubbard Hamiltonian (I.1),
Ho = Z Ekﬁk .

k

In this chapter, we drop the spin index ¢ as the two spin species are uncorrelated. The
second term in the quench Hamiltonian is the impurity operator, which acts on a site
with index 0,

V="V .

For negative times, we have a translationally invariant system, hence the Bloch theorem
gives us all single-particle |®;) and N-particle |®g, x, ) cigenstates,

By = ¢ [VAC) , | Py k) =y, - - Ch, [VAC) with ¢f, = Zeikﬂj el

J
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II' DYNAMICAL FRIEDEL OSCILLATIONS

Initially, our system shall start in the Fermi sea

FSy =[] éklvAaC).
€, <€R

There, every single-particle state below the Fermi energy ep is occupied. We choose to
quench at time ¢t = 0 as this simplifies the formalism. The initial state is an eigenstate
of the prequench Hamiltonian. Therefore, the time evolution is trivial before the quench.
After the quench, the propagator has the explicit form e "¢ as the Hamiltonian
is constant. Here, we only consider a sudden quench. One can view more general
switching protocols as preparing a time-evolved state, which relaxes at the end of the
protocol. However, we focus on the translationally invariant ground state of the hopping
Hamiltonian as the initial state.

b) Single-particle observable
A the main time-dependent observable we consider the site-resolved density
(py = (FS|e™ef, e tH FS)

The Fermi sea is an eigenstate for negative times, and this density is then trivially
constant. However, after the quench, the Hamiltonian is inhomogeneous, and the trans-
lationally invariant Fermi sea is no longer an eigenstate. Thus, the observables become
time-dependent, and also site-dependent.

In general, our problem is the computation of a single-particle operator time evolved by
a single-particle Hamiltonian. We deduce that our Heisenberg operator etf, et ig
also effectively a single-particle operator, due to two of its properties. The first is that
the commutator of two single-particle operators remains a single-particle operator,

ot 4 s | _ o 2
Z UnmCy,Crns ) UpgChC, | = (@npbpm — brp@pm) € Ep,
P.g

n,m nm p

The second is that the exponential functions can be expressed as the commutator series

S0t

e Bei A = A A B]..].
1=0 . | times

Then, the Heisenberg operator is a single-particle operator, and its most convenient
form is ) A ) )
ethtﬁre_tht = Z éL1ék2<q>k1‘eZthﬁre_Zth|q)k2> .
ki1,k2

14



1 INTRODUCTION TO LOCAL QUENCHES

Here |®g) is a single particle state with one particle with momentum k. Applying the
Fermi sea from both sides gives

A A A 2
(e = . (Dl h,e™ D)y = ’<r|e_”Ht]<I>k> . (IL.1)
€ <€EF € <€F

In order to evaluate our observable (n,);, thus, it is sufficient to compute the overlap
of the time-evolved single-particle states eHt|®;) with the local single-particle states

)

15



II' DYNAMICAL FRIEDEL OSCILLATIONS

2 Eigenstates of the Cayley tree
a) Introduction to the Cayley tree

We begin with the Cayley tree, which consist of a central site that is connected to Z
other sites. These are the sites of the first ring. Each of these sites is further connected
to Z sites. This generates a new ring with (Z — 1) new sites per site in the previous
ring. This generation of rings is iterated until the number of shells R is reached. All
sites in ring R are connected only to the sites of the previous ring, and all other sites
have Z connections. This gives a tree structure with N, sites in ring r,

No=1, N,=ZK""' (r=1) with K=2-1.

An example with coordination number Z = 3 and number of shells R = 3 is depicted in
figure 3. We label each site of the Cayley tree with two integers, the first is the shell

Figure 3: Cayley tree with Z =3 and R =3

16



2 EIGENSTATES OF THE CAYLEY TREE

number, and the second enumerates the sites in each shell. Hence, every site has a
unique pair of numbers, and the state of a single occupied site is |r, ) with

0<r<R, 0<I<N,—1.

In the limit of infinite shells, the Cayley tree is called Bethe lattice because then the
approximation used by Bethe%? becomes exact. We use the tight-binding Hamiltonian
and particles hop along the connections of the Cayley tree,

0 Z Tlc - (IIQ)
\/7 / l/

The scaling of the hopping with 1/v/K is necessary to get a nontrivial result in the limit
Z — 0. For convenience, the scaled hopping amplitude is set to —1. We position the
impurity at the central site

V =Vél oo -

This impurity problem has an advantageous symmetry, which we exploit in the following
section to separate the Hilbert space into closed subspaces. This means that by applying
the Hamiltonian repeatedly, only states of the same subspace are generated. Hence, our
higher-dimensional problem separates into several feasible lower-dimensional problems.

b) Separation of Hilbert space

We have a particular symmetry due to the role of the central site. Each site in a ring
is equivalent to the others. Thus, applying the Hamiltonian to any shell-symmetric
state generates only other shell-symmetric states.%> Consequently, they form a closed
subspace of the Hilbert space. We call the remaining states non-shell-symmetric states.
The non-shell-symmetric states also form several enclosed subspaces with respect to the
Hamiltonian.

Now, we explain how to find the closed subspaces. All sites of one ring are equally
occupied in the shell-symmetric basis states.®> We define them as

1 Ny—1

) = |rooo) = VA Z r, 1) . (I11.3)

=0

The first two indices in equation (I1.3) refer to the original generating state, which is the
central site |0,0). The last index 0 indicates that no complex phase is added (compare

17



II' DYNAMICAL FRIEDEL OSCILLATIONS

|70k below). using this basis, we can represent the Hamiltonian in a (R + 1) x (R + 1)

matrix,
VvV \Z/K 0 0 - 0
ZJK 0 1 0 0
. 0 1 0 1
—~(r[H|r') — . _ . (I1.4)
0 1 0 1
0 0O 1 0

We construct the eigenstates of matrix (I1.4) in subsection c¢). Due to the symmetry
of our nonequilibrium problem, the change in the local density is not affected by the
non-shell-symmetric states and A{#,;); is completely captured by the change in the
shell-symmetric basis states,

ARy

A<ﬁr,l>t = N

Next, we define auxiliary non-shell-symmetric states around the central site,

(11.5)
L K
\/7 m=0

with 1 < k < K, and around other sites |n, 1),

i2wkm

10,0, k) = e z |[1,m)

i2wkm

In,l, k) = In+ 1,IK +m)

| -
— e
VR &
withl <k<Z-2,1<n<R—-—1and0<I[<N,—1. Two effects determines the
complex phases in these auxiliary states. First, when we apply an isotropic hopping
Hamiltonian, contributions towards the center cancel each other. Thus, only hopping
away from the center survives. Second, two auxiliary states around the same site with
different k are orthogonal to each other. It is straightforward to see that applying the
Hamiltonian repeatedly on an auxiliary state |n, [, k) generates R — r states, which form
a new closed subspace of the Hilbert space. These states live in the region between site
In, ) and the rim. Next, we choose the basis of these subspaces analogously to (II.3).
Each basis state occupies only sites in one ring. The basis states are

127rkm K™—1

|To0ky = Z TR Z 1+7r,mK"+p),

z27rk7n Kr—1

7z
Tnik) = Z NGl Z In+1+7rIK+mK"+ p).

m=0

18



2 EIGENSTATES OF THE CAYLEY TREE

Now, we can represent the Hamiltonian by the (R —n) x (R — n) matrix

01 O 0

1 0 1 0
_<7“nlk’]:]|7“;nk> - e

0 1 1

This matrix is equal to the matrix (I1.4) if we set V' = 0, Z — o and reduce the
matrix size. Therefore, it is sufficient to focus on constructing the shell-symmetric
eigenstates, and the non-shell-symmetric eigenstates follow directly. We emphasize that
for any isotropic hopping Hamiltonian, this basis separates the Hilbert space into distinct
subspaces. Only the matrix representation of the Hamiltonian changes accordingly.
Additional impurities or anisotropic hopping will break the symmetry, and the Hilbert
space would not separate necessarily. Our choice of the non-shell-symmetric basis states
is not unique, and there exist different basis states with the same attributes. This is
caused by the high degeneracy of the non-shell-symmetric eigenstates. Our new basis
states are by construction orthonormal,

/
{Toike| i) = Ot O O, O ot -

Next, we count the basis states to show their completeness. The sum over the number

aux. state 10,0) | 10,0, k) In, 1, k)
R—1
number of aux. states 1 K (Z—-2) > N,
r=1
number of states |7 || R+ 1 R R—r

Table 1: Counting of orthonormal shell and non-shell-symmetric states

of new basis states from table 1 is equal to the number of sites in the Cayley tree,
R—1 R
ZKE -2
HR+1)+ KR+ (Z-2) Y NJ(R—1)="—==)'N,.
r=1

Hence, our basis is a complete single-particle basis, and we can fully represent the
Hamiltonian in it. Our analysis is in agreement with previous work.54 67

19



II' DYNAMICAL FRIEDEL OSCILLATIONS

c) Amnsatz for eigenstates

Here, we solve the stationary Schrodinger equation

HJy(2)) = Bli(=)) -

We generalize the ansatz used by Mahan® and van den Berg® for the shell-symmetric
states and construct the eigenstates of matrix (I1.4) with the general vector form

[V(2)) = (fo, f1,---, fr) -

First, we satisfy the periodic equations,
frE:fr71+fr+1 for 2<r<R-1 )

by the ansatz,

The energy is computed as

B--(:+3)

The first two equations fix fo = A/K/Z(1 —yy(2)) and

2

= —Vz—-1
yv(z)z—f( :

w— Vz—22

The last equation gives 3y (z) = 22**1) and thus z has to satisfy the equation,

1 1 Z 1

The energy E is real and therefore, we have two different cases for z. In the first case,
z is equal to €. In the second case, z is a real number. We restrict the intervals to
¢ € [0,7] and z € (—1,1) because equation (II.6) is invariant by the substitution of z
with z7!. We obtain extended states for the complex values of z as the density |f,|?
oscillates with distance r. If z is real, then the wave function is exponentially localized
|fr|* < 42%" and we call it bound or localized state.

In figure 4, we depict the eigenenergies depending on the attractive impurity strength.
The impurity has a strong effect on the lowest eigenenergy, and the others get less
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2 EIGENSTATES OF THE CAYLEY TREE

Z=2 and R=3

Z=2 and R=10

Z=3 and R=3 Z=3 and R=10
€
2 oL
1 1}
- i 2 i Mo e/
-1F -1E
: n:
_3f
af
Z=o0 and R=3 ) Z=o0 and R=10
(3 (3
F 2
1:’ 1;
- ‘ : - == |V
[ 1 2 3 4 5 > " VI
-1F _1

Figure 4: Discrete eigenenergies of the shell-symmetric states in the Cayley tree

affected. Their values decrease slightly for more attractive impurities. This decrease
diminishes even more if we increase the number of shells R. The lowest state becomes
the bound state, and its energy decreases in the order of the impurity strength. We
obtain the corresponding eigenenergies for repulsive impurities by changing the sign of

the eigenenergies in the plots of figure 4.

21



II' DYNAMICAL FRIEDEL OSCILLATIONS

One particular effect is prominent in the diagram with Z = o0 and R = 10: The
lowest energy stays nearly constant up to |V| ~ 1, but then it significantly decreases.
Next, we apply the limit R — oo, and then this feature becomes a kink. For R — oo and
Z —2

V| < ‘/c = )

V] 7
equation (I1.6) has R + 1 different solutions of type z = e*?. For [V| > V., it has only R
different solutions of this type and a localized state emerges. In both cases, the values
of ¢ are evenly distributed in the interval [0, 7]. In the limit R — oo, equation (I1.6)
simplifies for z € (—1, 1) to the quadratic equation,

1 Z
S+ V)z= 222
(erZJr )z KZ

It has two solutions,

2 4 K

\%4 V2 1
(X s )k <0,
29 (2 4+K> <0

For strong attractive impurities, V' < 0 and |[V| > V., we obtain —1 < z; < 1 and
29 < —1. Analog for strong repulsive impurities, V' < 0 and |V| > V., we obtain z; > 1
and —1 < z9 < 1.

2 1
zlz(KJr V—+—>K>o, (IL.7)

In summary, our ansatz captures all eigenstates of the Bethe lattice. We give their
explicit form in the presence or absence of the impurity. We have R + 1 extended
shell-symmetric states without impurity (V' = 0),

iy o (oier _ PPN :\/j: VEJZ forr =0
(r|p(e7)) = s, (e v with s, 1 7 ) olse

Furthermore, we have R — n extended non-shell-symmetric eigenstates in each subspace.
The subspaces are characterized by the three quantum numbers n, [ and k,

(Pt i (797)) = €7 —
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2 EIGENSTATES OF THE CAYLEY TREE

The non-shell-symmetric eigenstates have the form of the shell-symmetric eigenstates
with Z — oo and V' = 0 in their corresponding basis. Our findings for all eigenstates are
in accordance with the analysis of the density of states by Yorikawa.®> We mention that
there the shell-symmetric states are called “linear chain eigenstates”, while “confinement
states” correspond to our non-shell-symmetric eigenstates.

If the impurity is present, only the shell-symmetric eigenstates are affected and become
r yV(Z)
Gty = o (- 2427

For weak impurities |[V| < V., we have R + 1 solutions with z = €. For strong
impurities |V'| > V, there are R solutions and one bound state solution z = z;. Thus,
an extended state deforms into a localized state. In the limit R — o0, the solutions ¢;
are evenly spread in both cases and the sum over all ¢; becomes an integral,

2 W) i) ><¢ ZSﬁj)| R—>00J27T|w<ei<p)><w(ew)| _

W(e9) | (e'r))

In conclusion, we expect two different regimes. For weak impurities |V| < V., the
expectation values are computed by the integral over the extended states. For strong
impurities |V| > V., they are computed by the integral plus the contribution of the
localized state. For Z = 2, the critical impurity strength vanishes V.(Z = 2) = 0. For
every finite impurity strength, we are in the strong impurity regime.

If we want to generalize our ansatz to other finite lattices, the eigenstates still have the
same form [¢(z)), but equation (I1.6) only has a finite set of solutions as in figure 4.
In this work, we will not further investigate the finite-size effects of the Cayley tree.
However, interesting recurrence effects®* 5% are observed for the periodic chain, which
we expect similarly for the Cayley tree.

d) Site-resolved initial density

In this subsection, we show that the density for the Fermi sea and the Bethe lattice is
equal at every site. The density is site-independent for all fillings if the contribution of
all eigenstates with respect to the angle ¢ are site-independent,
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We have three different terms,

pual) = [ 1S DE + 3 [ @)+ 3 3 [ (o))

The first is from the shell-symmetric states,

(19D = o)

The next is from the non-shell-symmetric states around the origin,

[, Uooor (DI = e [16r = 1ol NP ., -

The last is from the non-shell-symmetric eigenstates around the sites |r/,1"), which
connect the origin with site |r, (),

Ul oDP = s [[Gr = 1= 6],

Inserting the density of a single eigenstate

‘ 5 ’ e—i250 i
7 2 Or W27 K
(Gl = (1- %) (1 S _) +ee

K
into the three contributions, we obtain after some simplifications,

1—e 2%
pri(p) = T my 1O
K

This is a site-independent result, which is the value at the central site pgo(¢). This result
holds also in the special case r = 1, where the third contribution vanishes. Consequently
the equation,

<ﬁr,l>o = <ﬁ0,0>0 = n(@F) )

holds for all fillings and arbitrary r and [. The filling function n(0r) is symmetric around
half-filling

n(ﬁp) =1- Tl(T(' — QF)
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2 EIGENSTATES OF THE CAYLEY TREE

and its explicit form is

n(0r)

0r

J

0
Z0p — (Z — 2) |7 + arctan (75 tan(6r)) |
2m

2 — 2cos(2¢)

dng
K? +1—2K cos(2¢)

27

s
9F>§

In the two special cases Z — o and Z = 2, it further simplifies to

Or — cos(0p) sin(0r)

™

n(0r) = 0

T \z=9

This funtion is depicted in figure 5.

n(6F)
1.0}

0.8]

0.6

T

0.4

T

0.2}

e T T S S T S S SN SR SN SO SR S S | IS S S N S S ST S N S

Z=c

OF

0.5 1.0 1.5 20 25 3.0

Figure 5: Filling as a function of # for different coordination numbers Z
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3 General lattices
a) Post-quench eigenstates

After the detailed study of the Cayley tree and Bethe lattice, we treat the impurity
problem on an arbitrary lattice. During this subsection, we will deduce the general
extended and localized single-particle eigenstates. We will assume a translationally
invariant lattice in the thermodynamic limit. Generally, the Lippmann-Schwinger

equation,%

~\ 1
!Wk>=|¢ww—ﬁw+w5—f%) VU, (11.8)

relates the extended eigenstates with perturbation [Wy) to the eigenstates without |®y).
First, we insert our impurity potential V' = |0)V (0| as the perturbation, then apply the
impurity state (0| from the left and solve for

anl=) = O] (== 1) 10y
0|V = 0|Pg) + Vgoo(€ex + 10){0| W) ,

0|Py)
<O|\1}k> - 1— Vggo(Ek + 25) '

We reinsert this into the Lippmann-Schwinger equation (I1.8) and obtain

<%+45—ﬁ01®v@@@

V) = |P
= T @ 0

(IL.9)

Generally, the Lippmann-Schwinger equation (I1.8) cannot be solved so trivially. The sim-
plicity of our perturbation allows us to compute the new single-particle eigenstates.®:6!
They are eigenstates of the post-quench Hamiltonian,

Ho—ep —i6 + e + 16 |0OV0|D)
€ + 10 — HO 1-— Vgoo<€k + 25)
gOO(Ek + 25)|0>V<0‘(I)k>
0YV{0|®
HOVO T (e + 10
“ —1
Gk+ié—fﬁ> 05V (0|Dy)
) 1-— Vg00(€k + 25)

(If_fo + f/) W) =er|Pr) +

:€k|q>k> + (Ek + 10

:€k|\1jk> + O((S) .
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The error vanishes for 6 — 0. Only systems in the thermodynamic limit have a finite
limit for 6 — 0 and € — e,

lim goo (¢ +6) = R{goo(€)} — isgn(d)mp(e) .

This limit does not exists for systems with finite size. For finite lattices, the eigenenergies
of |Uy) are shifted away from the eigenenergies of |®g). We have seen examples for this
shift for the Cayley tree in figure 4. Similarly, we construct a localized state,

(&~ [:[0>_1 0>

Jor (e ) o

’\Ijloc> =

We find that it is an eigenstate,
Hy—E+E
—10)
E — H,
-1
~E (B~ fo) 10)+0) (Voo(E) ~ 1) .

(Iflo + f/) (E - HO)_I 105 =[05V<0| (E - ﬁf0>_1 10y +

if its energy FE fulfills the eigenvalue equation,

The Green function go(FE) is real for energies E outside the band and equation (II.10)
can be solved. FE lies below the band for attractive impurities and above for repulsive
impurities.

If the eigenvalue equation (I1.10) is fulfilled for an E, then there is one additional
eigenstate. However, the number of eigenstates is equal in both cases. We indeed have
a new localized state but also lost one extended state. In an infinite system, a missing
extended state goes unnoticed in an extensive amount of states. On the other hand, if
we compute the eigenstates of a finite system, then one eigenstate turns gradually into
the localized state for strong impurities.

b) Shell-symmetric states

We will now investigate the generation of Friedel oscillations.?® According to equation
(I1.1), we need the overlap of the states with local basis states. We have the single-
particle eigenstates from the previous subsection. Furthermore, we need a proper local
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II DYNAMICAL FRIEDEL OSCILLATIONS
single-particle basis. It has to capture the full effect of the impurity, but it should be as
“few” states as possible. Our choice is the basis of nonorthogonal states

H?10) with re{0,...,R}.

The parameter R corresponds to the radius in which we study the Friedel oscillations.
We construct an orthonormal basis from that,

ry = > ol HE|0) .
n=0

The coefficients ol are computed by the Gram-Schmidt process starting from r = 0

ending with » = R. The states |r) are called shell-symmetric states. During the
Gram-Schmidt process, only the moments

(O|HP|0) = fdep(e)en — (I1.11)

enter into the computation. The coefficients o) depend only on the density of states
p(€) and not on the geometry of the system.

=00 D-HRLD -

Figure 6: Shell-symmetric Bethe lattice states

We visualize two examples of shell-symmetric states to understand their distribution in
real space. Our first example is the Bethe lattice in figure 6. There, the orthonormal
states are uniformly occupied rings. We see that the density at each site decreases
with increasing distance r. The intensity of the blue color indicates the density in the
sketches.
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Figure 7: Shell-symmetric square lattice states

For the Bethe lattice, these shell-symmetric states are identical to the shell-symmetric
basis states used in section 2. The second example is the square lattice in figure 7.
These shell-symmetric states have a diamond form. Every site from one diamond has the
same hopping distance towards the center. The hopping distance is the least number of
necessary hops between two sites. For the square lattice, the hopping distance between
sites (x1,y1) and (zg,y2) is |x1 — za| + |y1 — y2|. As for the Bethe lattice, the density
thins out away from the impurity. This thinning is stronger at the endpoints and weaker
towards the middle of the edges.

[4)

R R
RO
YIRS
A
S
RReReII2
RERee2Is
BRIRERLLS

Figure 8: Shell-symmetric square lattice state with second diamond

A smaller second diamond appears for the square lattice states |n) with n > 4. Tt has a
higher density at the endpoints and lower one at the middle, as shown in figure 8. The
color change from blue to red indicates a sign change. Generally, the sign is +1 and not
complex as the coefficients aff) are real.
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This emergence of smaller diamonds is investigated in the upper plot of figure 9. The
density of all sites with the same hopping distance to the center is summed up and plot-
ted against the hopping distance. The even |2m) and uneven |[2m + 1) shell-symmetric
states are made out of m diamonds. The majority of the density is located at the most
outer diamond, and it decreases for the diamonds towards the center.

n
1.00 o o o —— =0 r=8
0.8 —— r=1 r=9
-o— r=2 r=10

0.6 —— =3 r=11
-o— r=4 r=12

0.4 - r=5 -e—- r=13
0.2 -~ r=6 =-eo— r=14
r=7 -e— r=15

5 4 [X|+]yl
n

1.06 o o o -e— =0 r=8
08 - r=1 r=9
- =2 r=10

0.6 —o— r=3 r=11
—o— =4 r=12

0.4 —o— =5 —eo— r=13
0.2 —o— =6 -eo— r=14
r=7 -e— r=15

prame—— P SV P4

0 2 4 6 8 10 12 14

Figure 9: Density of shell-symmetric states for the square(top) and simple cubic(bottom)
lattice

We apply the same analysis to the simple cubic lattice in the bottom plot of figure 9. The
density of the first 4 states is at a single distance. For the higher states, it starts to spread.
The majority of the density is at the furthest distances, but it spreads out more compared
to the square lattice. The density maximum shifts to the second most outer diamond
for the last two states with r = 14, 15. We expect this shift to further increase for larger r.

30



3 GENERAL LATTICES

The shell-symmetric basis is not complete. Only the impurity site can be represented in
it, whereas all other sites cannot. But the density change after the impurity quench
is fully captured by it. This is due to the symmetry of our problem. The density of
the orthogonal non-shell-symmetric states stays constant during our quench process.
An arbitrary non-shell-symmetric state |NS) is orthogonal to the shell-symmetric basis
states,
(NS|HZ|0Y =0 for neN .

Hence, the overlap of any non-shell-symmetric state with a time-dependent single-particle
state | Dy (t)) is captured by the unperturbed Hamiltonian Hy,

(NS|® (1)) = (NS|e #HH)| @, = (NS|e 0|y = ¢k (NS| Py, .

We constructed the explicit form of these non-shell-symmetric states for the Cayley tree
and Bethe lattice in section 2. We do not present the corresponding non-shell-symmetric
states for other lattices. The impurity quench problem becomes one-dimensional if
we represent it in the shell-symmetric states. This simplifies the analysis for higher-
dimensional lattices.

c) Check for the Bethe lattice

In this subsection, we compute the eigenstates for the Bethe lattice from the Lippmann-
Schwinger equation. They will be in accordance with the eigenstates from the finite
Cayley tree in section 2. Hence, this subsection acts as a check for our method.

First, we need the local Green function™
2K

) = s vzve —d

We insert it into the eigenvalue equation (II.10) for the bound state. We assume the

with sgn <%\/ 22 — 4) =sgn (Yz) and RNz > —2.

form E = —(z; + 2;!) for localized-state energy and place it into the Green function
0<z1<1 V V2 1
1=V — —1 == = | = 4+ | K.
900( (z1 4+ 2 )) 2 (2—1— 4+K>

This is the same result as in (II.7). We note that the sign of the square root changes,
because the Green function is antisymmetric in z. We need the Green function™ from
the central site to the shell-symmetric state |r),

1 (= ) 100 = 00 = ole) () o 2o
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We obtain the identical behavior for the localized state

(rlifrondc ( -

S, = 278, .
—(z1+zll)—\/(zl~|—z11)2—4> !

The Green functions simplify for the continuous states,

i0 —ify\) 0<f<m e’
goo (_(e +e )) = 1—6220 s

-2 0<i<7r e_ier
— (e + e—i0) — \/(ew +e )2 4 ’

We insert this into equation (I1.9) and recover the same eigenstate as in section 2,

gro (— (€ + 7)) V{0|6(0))
1= Vgoo (— (e + e=))
Sre—ireveie(l o yo(ezﬂ))
% — 020 _ V/ i

o210 0
_ ir P i
=s5,.1e"" —e : >0 = | -
+ —e? = Ve

< J
"

— yV (eie)
We note that if we take the complex conjugated Green function, then our eigenstates
would have the conjugated complex phases. Complex conjugation of the Green function
corresponds to taking the limit to the real axis from the other side of the complex plane.
In this subsection, we have found exactly the same eigenstates as in section 2. This
confirms the eigenstates obtained from the Lippmann-Schwinger equation.

(rlp(e”)) = (rlo(0)) +

=s, (eir9 . yo(eie)e—ire) +

d) Critical impurity strength

In this subsection, we discuss the critical impurity strength V, as it is a important
property of this noninteracting system. It determines if an impurity generates a bound
state. Our explicit results in section 4 crucially depend on the presence of the bound
state. Hence, it is necessary to fully understand when the bound state is generated
and which eigenenergy it receives. The critical impurity strength V, is determined by
the minimal €,,;, and maximal €,,,, band energies inserted into the eigenvalue equation
(I1.10),
repulsive impurity: V > V. ; V. = (goo(€max + 5))_1 ,
. . 1 (I1.12)
attractive impurity: V < V. ; V. = (goo(€min —9)) " .
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We start with the tight-binding Hamiltonian on the hypercubic lattice. The hopping

dim [1]2] 3 | 4|56 | 7 8] 9|10
V. [[0]0]1.08[322]4.32 537640 | 7.42|8.43 | 9.44
EV 12 3 456 | 7 89 |10

Table 2: Critical impurity strength V, for the tight-binding Hamiltonian on the hyper-
cubic lattice

amplitude is set to —1 for all dimensions. We insert the local Green function,

™ m

dkq dkgim 1
g()()(Z) = 7 ce

7w z+4cos(ky) + ...+ cos(kdgim)
0 0

and the band edges into equation (I1.12). Then, we obtain the critical impurity strengths,
which are depicted in table 2. In one and two dimensions, a localized state is generated

|E|

— dim=1
— dim=2
dim=3
dim=4
— dim=5

S T N S S I S S S S A S S SN S S S S SO SN SO S SO S | |V|
1 2 3 4 5 6

Figure 10: Eigenenergy E for varying impurity strength V' and dimension on the
hypercubic lattice

for any impurity. In higher dimensions, a certain threshold has to be overcome. The
eigenenergy depends monotonously on the impurity strength as depicted in the plot of
figure 10. It starts from the point (|V.|,|F(V;)| = dim) and then it converges to the
identity |E| = |V|. To get a nontrivial limit in infinite dimensions, the hopping needs to
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be scaled by ¢ — t*/4/dim.*” Inserting the band edge into the scaled Green function
gives (t* = —1)

(ki [ dkg k kaim)\
goo(Vdim)=J71...J d (Vdim+M+...+M>
0 0

Y £/ dim dim

T g . -1
1 Jdkzl J dkdim dzm 1+ cos(ky)
~ /dim T s = dim
0 0 n=
o0 T dim
_ 1 JdA J% dlm (1+cos(k))
dim T
0 9 J
=1 +0(z)
1 r 1
=— Jd)\ e +0(dim™') = —— + O(dim™) .
dim X dim

Therefore, the critical impurity strength is

Vel = = Vdim + O(1) .

1
goo(+/dim)

|V.| diverges in the limit of infinite spatial dimensions for the tight-binding Hamiltonian,
and therefore a single impurity does not induce a localized state. Generally, the local
Green function gg(z) is solely determined by the density of states (d.o.s.). Any d.o.s.
with finite bandwidth can be represented in infinite dimensions by a set of hopping
amplitudes, although long-ranged hopping amplitudes are typically required.”™

Next, we derive from the d.o.s. whether there is a finite V. or not. The d.o.s. in one to
three dimensions is diverse as depicted in figure 11. Because, V. is computed by the
Green function near the band edges, the particular behavior of p(e) there has great
influence on V.. In one dimension p(e) diverges, in two dimensions it becomes finite and
in three dimensions it vanishes. It is easy to show that a finite d.o.s. at the band edge
results in a logarithmic divergence,

€max —€min
€min + A€)

sy il _
000 (Emin — §) — J ane "t 20— Oflog(8) for 0 < ple) <
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Figure 11: Density of states for the hypercubic lattice

This leads to a vanishing V. with equation (I1.12). We conclude that the d.o.s. needs
to vanishes at the bandedges to result in a finite V.. We investigate only systems with
a symmetric d.o.s., which gives the same critical impurity strength for attractive and
repulsive impurities. For nonsymmetric d.o.s., we obtain distinct V, for attractive and
repulsive impurities. A finite V, leads to two different post-quench regimes, which we
investigate in the next section.

e) Evaluation and numerical procedure

We have all single-particle eigenstates and an appropriate basis. This enables us to
evaluate our time-resolved observable. Inserting the shell-symmetric basis transforms
our quantity from equation (II.1) to

<r’e—z‘t(ﬁo+\7)|q)k> _ Z Ozg)<0|]:fge_it(ﬁ0+v)|fbk> '
n=0

The propagator e it(Ho+V) will be replaced by the sum over all eigenstate projectors

times their complex phases. The extended states always contribute, and the localized
state contributes if the impurity is strong enough. We consider only single-band systems
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and restrict ourselves to attractive impurities. The unitary time-evolution operator for
our single-particle states becomes

O™ otV @, = (0] D)1 (e, )O(|V| = |Ve]) + (0| Pp)DE (e, 1)
0|Dp YD (eg, t) = (O|HY | Wrpepe E(Wioe| )
(O] @py P (e, t) = D COHY g ye "% (Wi | D)
kl

Inserting the impurity eigenstates gives

loc _ HSL e_itE<0’(I)k>
O1@e) @y (e, 1) = 0] == H, |0>(E — e){0|(E — Ho)=2|0)

~ ~ -1
0 @ @ext O (b iter " V<0|H61 (Ek/ + 2(5 - Ho) |0>
< ’ k> 6k, Z< ’ >e “w + 1-— Vgo()(le + Z(S)

" / V{ @y |0){0[Pr)
(@’“ P+ T (e — i0)) (e — 0 = ek)) '

First, the delta function (®g/|Pg) with the sum over all k' gives a term with constant
amplitude in time. Next, we use

S K0[@w ) ler) — j de p(e) (€)

to turn the k' summation into an energy integration

( 5”_“2;;( B )= ol (= - Ho)1 0) (I1.13)

: +10)V
(I)ext t) = —iteg n gn(ek
w(erst) = e (Ek Tz Vgo(ex + i9)

N VJ*d )Ene—ite
A=V 6+z5))(6—ek—i5)

CDLSC(E’W t) ==

2 pYgnle — i6)e~
v Jde 0 Vaoleri0) (- Vaole —i0)(e —en 7oy - 14
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3 GENERAL LATTICES

We derive the Green functions g, (z) for the shell-symmetric states from the local Green
function ggo(2) = go(z). We iterate the simple identity,

n Zﬁn_l

€

—1
€,

Z— € Z — €

and can compute these specific Green functions with the identity

n n—1
gn(2) = Jde pz(e)e = 2"go(2) — Z emynTimm (I1.15)
—€
m=0

where € are the moments from equation (I1.11). Numerically, it is hard to compute an
integration next to a pole. Thus, we remove the pole with a “dressed” time derivative,

p(e)ete W V(e —1id)
T Voole 1 10) (e + 1_Vg0(€_2,5)> . (IL16)

We then perform the time integration numerically. We obtain the expectation value for
the Fermi sea by integrating over all occupied energies

e k0P (e 1) = —iV J de

€F 2

i = | depto

€min

(IL17)

DD [, )O(IV] = |Vel) + 5 (en, 1)]
n=0

This is our complete evaluation procedure. If go(e +id) is analytically available, then we
compute the energy integration in the right-hand side of equation (II.16) numerically.
This has to be done for a set of times ¢; and n. The times ¢; have to span a fine grid
as we time integrate it after multiplying it with e“*. The final step is to perform the
energy integration in equation (I1.17) numerically. Into the computation enters only the
d.o.s. p(e) and not the full information of the lattice. So we obtain identical results for
two different lattices with the same d.o.s.. In the outlook subsection 6.a), we present
the computational procedure in the single-site basis. The scheme can be applied to
arbitrary lattices as long as the Green function is available.
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4 Results for time-dependent quantities

This section is dedicated to our explicit results, and it is structured in the following.
The transient behavior of single-particle states is discussed first. Then, we observe
two distinct long-time regimes, which we analytically deduce. From that, we compute
the Fermi-sea expectation values for the transient and the long-time limit. Next, we
investigate the wave-front propagation followed by the subsection concerning the long-
time Friedel oscillations. Finally, we will compare it to the thermal expectation value
and obtain two physically different long-time regimes.

Z=2 and V=-1/4
Algo(6.HI

ll“ ‘II SN “ /‘«g"‘w.

Z=3 and V=-1/4

0.5r

Aldo(6,5)1

1.0

0.5r

Z=co0 and V=-1/4
Aldo(6,1)1*
05
A e S S A
5 10 15 20 25 30

— 6=1779
— 6=2119
— 6=3119
— 6=4719

t —— 6=519

6=67179
— 6=7779
— 6=8779

— =179
— 6=2119
— 6=319
— 6=4719
—— B=5m9

6=6779
— 6=Tr9
— 6=8r19

— 6=17119
— 6=2779
— 6=3779
— 6=4779
—— =579

6=6779
— 6=7779
— 6=8779

Z=2 and V=-3/2

Algo(8.H

Z=o0 and V=-3/2

Q
ADYRIWA
\\NWWIA'WMF[le“‘;e‘mvm,u‘ b ¢

— 6=17119
— 0=2779
— 6=3719
— 6=47119
—— 0=5119

6=6779
— O=7779
— 6=8719

Figure 12: Time-dependent single-particle expectation values for the Bethe lattice
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a) Single-particle expectation values
We begin with the density change caused by single occupied states

r 2
| (er, ) = | D ) [®5 (e, ) + O(V] = [Ve) )21 (en, 1)]
n=0

Examples for the Bethe lattice are displayed in figure 12. Generally, we observe initial
oscillations. They relax for the examples with V' = —%1 and Z = 3, 00, which is the case
|[V| < |V.|. We have the case |V| > |V.| in the four other plots, and the oscillations
become steady. We conclude that the localized state is responsible for these undamped
oscillations.

Next, we investigate the long-time behavior analytically. ®(eg,t) contains three
terms, and two of them contain an explicit energy integration. We choose a new integra-
tion path in the lower complex plane. We have to handle the infinitesimal shift in the
complex plane +i0 appropriately, which leads to the following result:

i n + ’i(S)V p(z)z"e_itz
D (¢, t =e’t€’°(e”+ gn e : >+Vfdz
n (€ 1) L Vgo(ex + 0) (1 —=Vgo(2))(z — €x)

p(2)(gn(2) + i2mp(z))e™"

o L(L dz(l — V(go(2) +127mp(2)))(1 = Vigo(2)) (2 — ex) -

The integration path L(d) is displayed in figure 13. The parameter d is a real, positive
and finite number. Therefore, the path must go below the real axis. When we take the

S{e}
L(d)
€min €max
N %{6}
€min — od €Emax — 1d

Figure 13: Complex integration path L(d)
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limit ¢ — oo, the two integration terms vanish due to e~## with Im{z} < 0. Generally,
the integration over an integrable function with oscillating factor e ¢ vanishes with ¢~

€max €max it
—1te

f&ﬂmﬁﬁhk@gwrqudqﬁft:own. (IL.18)

€min
€min €min

It decays faster if f(emin) = f(€émax) = 0. Replacing the contribution of the two
integration terms with O(¢™!) results in

= ; (r) | o—ite n gn(e + Z(S)V
(I)r(€7 t) Z a, [e (6 + 1— Vgo(f + 25)

n=0
—itE
_OWe = VIgnlB)eT | 1y gy
(E = €)go(E)

If there is no localized state, then the expectation value relaxes to a constant value.
Otherwise there are steady oscillations with frequency w = (E — ¢x). The qualitative
behavior is determined by the case |V| < |V;|. The density change is an analytic function
in its parameters even if we cross the point |V| = |V;|. Hence, the relaxation time
increases in the proximity of the critical impurity strength. The quantitative values
strongly depend on the actual values of V' and Z. There is a faster relaxation for Z — oo
than for Z = 3 and the same impurity strength because for Z = 3 we are closer to
|Ve|. The oscillation frequency for the same 6 decreases with increasing Z because the
energy difference determines it. The energy of the extended states is determined by 6
and is independent of Z, but the energy of the localized state decreases with increasing
coordination number Z.

We evaluate the density change in the first three states for the square lattice in figure
14. The prolonged oscillations appear to be small for the weaker impurity V' = —%.
This implies that the bound-state contribution is small itself. The long-time oscillations
are clearly visible for the stronger impurity V' = —%. We expect relaxation on the
simple cubic lattice in figure 15 as the dynamics are computed for |V| < |V.| = 1.98.
For V = —% all single-particle values relax quickly and for V' = —% some values do not
relax in the depicted time window (¢ < 10). Hence, we observe the increased relaxation
duration for quenching closer to |V|.
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Figure 14: Short-time dynamics of the
lattice
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Figure 15: Short-time dynamics of the single-particle expectation values for the simple
cubic lattice
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b) Fermi-sea expectation values

Next, we examine the time-dependent expectation values for the Fermi sea. They are
computed from the single-particle values as described in equation (I1.17). Examples for
the Bethe lattice are depicted in figure 16. The square and simple cubic lattice examples
are shown in figure 17. We observe the same qualitative behavior in all plots that the
density starts to oscillate and then relaxes. For the weak impurity case |V| < |V,|, we
expect this from the single-particle behavior in figure 12, 14 and 15.
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Figure 16: Time-dependent Fermi sea expectation values at half filling

The steady oscillations have different frequencies for |V'| > |V,| and different €. Thus,
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the integration cancels them out in equation (II.17), which governs relaxation with
O(t™1) due to equation (I1.18). Furthermore, we insert equation (I1.19) and the long-time
limit becomes

€

i = | dente)

€min

T . 2
(r) n gn<€ + Z(S)V
Z “n (6 1z Vgo(e + i9)

o__glE) 9n(E)
(E —€)go(E)

2

O(V]—1vel) +O0(t™) .

We identify the first term as the density of the extended post-quench eigenstates |Wy,)
below the Fermi energy. The second term is the density of the bound state times its
occupation at the quench,

(e = ) [P+ O(IV] = VeI o) (oo + Ot ") - (I1.20)

€l <€ER

We derived equation (I1.20) for the shell-symmetric states |r), but it is also valid for
any non shell-symmetric state |NS),

(insye = D [NS[W) P+ O(IV] — [Vel) | (NS |00 [*ttoco -
—_— —_——

REE_(NS|k) 0
The eigenstates act as projectors, and therefore equation (I11.20) is valid if we replace |r)
with an arbitrary local state. The derivation of the long-time limit is one of the main
results in this thesis and is further investigated in subsection d).

The examples in figure 16 and 17 are at half-filling. We observe three trends depending
on the distance to the impurity m. First, the sign of the final density change alternates.
Second, the absolute value of the relaxation plateau decreases. Third, the response time
to the impurity increases with distance m. These decaying density oscillations with
respect to m are Friedel oscillations. A light-cone effect governs their dynamic creation
as we further analyze in the following subsection.
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Figure 17: Short-time dynamics of the Fermi sea expectation values

c) Wave-front propagation

The on-site energy change at the quench disrupts the whole lattice, and this effect travels
like a light cone by the hopping matrix. In figure 18, we depict the light-cone effect for
the Bethe lattice by adding the distance to the normalized change. When the light cone
reaches shell m, then the density starts its dynamic. This is no strict statement but
more of a general trend. Spontaneously, we would connect the velocity of the cone v to
the Fermi-velocity on the Bethe lattice,

0E(0)

UF(GF) = W = ZSIH(9F> .
0=0p

The light-cone velocity is independent of the filling in figure 18, and thus v is generally
not equal to the Fermi velocity vp(fr). All shell-symmetric states of the system are
affected by the impurity quench and not only the states at the Fermi energy. Thus, the
light cone should be connected to the maximum of the Fermi-velocities,

v=maxvp(fp) =2 .
Or
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Figure 18: Propagation of the Friedel oscillations on the Bethe lattice. The orange line
is the Fermi velocity and the red line the maximal Fermi velocity.

This statement is valid for the Bethe lattice, as we see in the four plots of figure 18. For
the square lattice in figure 19, the slope of the light cone is ~ 2 for all fillings. For the
simple cubic lattice, the slope is 3 in figure 20. The Fermi velocity for the hypercubic
lattice is

d
vp(k) = ) ensin(ky) . (I1.21)

Its maximum value for the square lattice is V2 and for the simple cubic v/3. Conse-
quently, the light-cone velocity in the shell-symmetric space is not equal to the maximum
of the real-space Fermi velocities for these two lattices. We found in all lattices that the
light-cone velocity is independent of the filling. Nevertheless, we were not able to find a
congruent connection to the Fermi velocity. The light-cone velocity is equal to the half
bandwidth in all examples. Probably, this statement is valid for our examples, but not
in general.
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Equation (II.21) gives the Fermi velocity in real space, and we analyzed the cone
velocity v in the space of shell-symmetric states. For the Bethe lattice, each shell-
symmetric state occupies sites with a fixed distance to the central site. Thus, there
is a unique definition of distance between a shell-symmetric state and the central site,
and thus gives a clear value for the velocity. For the square or simple cubic lattice, on
the other hand, the shell-symmetric states occupy various distances to the central site.
Hence, the definition of the distance between two shell-symmetric states is not unique.
Consequently, we should not connect the Fermi velocity in real space to the cone velocity
for the shell-symmetric states. To predict the light cone in real space, we have to study
our problem in the single-site basis. We suggest applying the computational scheme
from the outlook subsection 6.a) to tackle this task.
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Figure 19: Propagation of the Friedel oscillations on the square lattice. The red line has
a slope of 2
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Figure 20: Propagation of the Friedel oscillations in the simple cubic lattice. The red
line has a slope of 3

d) Steady-state Friedel oscillations

We learned that the Friedel oscillations relax to static values after the quench. We
analyze in this section the details of this long-time limit. Its computation is easier than
the real-time values because the numerical expensive terms vanish. At half-filling, the
sign of density change alternates with r. We observed this already during the short-time
section in figures 16 and 17. This change of the sign corresponds to the shortest possible
oscillation length.

In figure 21 and 22, we see examples of long time solutions and observe that the
oscillations’ length strongly depends on the filling. The oscillation length increases away
from half-filling and becomes quite smooth for nearly empty or nearly full bands. The
power-law decay of the amplitude is similar in all examples. We conclude that the
density change at the central site determines the scale of the whole Friedel oscillations.
The density increase is two to three times greater in the plots on the right side than
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Figure 21: Friedel oscillations in the long-time limit for the Bethe lattice

those on the left side in figures 21 and 22. On the right side, we have strong impurities
V = —% and on the left weak ones V' = —}l or —%. Thus, the impurity strength has a
strong quantitative impact.

The impurity-site density varies with filling and impurity strength, as seen in figure 23.
There arises a maximum for an intermediate impurity strength. It is more pronounced
for low fillings, but its position is relatively independent of filling. To maximize the
Friedel oscillations, we have to choose an intermediate impurity strength. Furthermore,
the band should be at most half-filled for attractive impurities. Due to particle-hole
symmetry, it should be at least half-filled for repulsive impurities. We note here that
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Figure 22: Friedel oscillations in the long-time limit for the square and simple cubic
lattice

the long time-limit expectation value is not an analytic function at the point |V| = |V¢|.
The expectation values converge differently in the two distinct regimes |V| < |V¢|.

e) Regular vs. generalized thermalization

On the one hand, we observe a decrease in density after a certain impurity strength in
figure 23. But on the other hand, we expect increased density at the impurity site for
more attractive impurities in the thermal expectation value. Thus, there is a qualitative
deviation between the long-time limit and the thermal value.

Now, we calculate the corresponding thermal expectation value. The quench inserts
energy in the scale ~ V', thus the average energy per site changes by ~ V/L. Therefore,
we are still at zero temperature in the thermodynamic limit, and the thermal expectation
value is computed for the many-particle ground state. All extended single-particle states
below the Fermi-energy contribute. This is the same extended state contribution as
in equation (I1.20) for the long-time limit. If the impurity does not induce a localized
state, then our observable relaxes to its thermal value. The localized state is occupied
in the ground state for a an attractive impurity as its energy is below the band. For a
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Figure 23: Impurity strength effect for different fillings

repulsive impurity, it is not occupied. Consequently, our observable does not thermalize
for strong impurities |V| > |V.| because the bound state is always partially occupied in
the long-time limit.

If no bound state exists, the diagonal ensemble expectation value, which captures the
long-time limit, is equal to the ground state or thermal expectation value with § — oo.
In the presence of a bound state, the thermal ensemble does not capture the correct
values, and a generalized Gibbs ensemble (GGE)!% '3 is necessary. The bound-state
occupation number is an additional conserved quantity. Thus, the GGE is proportional
to
. pirun [ 1 V| < Vel

paar = " { o, (FSis, [FS) - |V] > V]

In many nonequilibrium problems of integrable models, generalized thermalization is
observed.?® 7 This means that the observables’ long-time limit is captured by a GGE
constructed from a set of conserved quantities. On the other hand, in most publications,
finite systems are studied, in which the deviation decreases with the number of lattice
sites L.12:13:3872 We study our problem in the thermodynamic limit and an exact agree-
ment of the long-time limit and the GGE prediction is possible and indeed observed here.
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Figure 24: Comparison of long-time limit and thermal expectation value

The quantitative comparison of long-time limit and thermal value is plotted in figure
24. At the central site, the density increases monotonously for the thermal expectation
value and peaks for the long-time limit at an intermediate impurity strength. For
the sites in the vicinity of the impurity, we observe a similar trend that the density
of the long-time limit is decreased compared to the thermal expectation value. This
deviation decreases with distance to the central site. This phenomenon is inverted
for repulsive impurities. The density of the long-time limit is higher than that of the
thermal expectation value. Thus, the density after a strong repulsive impurity V' > V,
quench is higher in the long-time limit than in the ground state. We consider the
regime |V| < 1 in the plots with Z = 2 and dim = 2 in figure 24. There the deviation
between the thermal and long-time value is surprisingly small. We conclude that a weak
impurity inducing a localized state lead to no exact thermalization, but we are close to it.

We study our problem in the shell-symmetric basis and not in the single-site basis.
Thus, the density change depicted in all figures is only for the impurity site equal to
an actual site. Our method can generally compute the values for the remaining sites.
On the Bethe lattice, the conversion is simple. As equation (I1.5) tells us, the density
change at a single-site is smaller by a factor of N, than the density change of the
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shell-symmetric state. For Z = 2, it is only a constant factor, but for Z = 3 this term
grows exponentially with r, and for Z — oo, the local density change vanishes except for
the central site. Hence, for Z > 3, the effect of Friedel oscillations on each site decrease
exponentially, but the cumulative effect in a complete shell decays only with a power law.

On the square lattice and the simple-cubic lattice, the conversion is more evolved.
First, the overlap of the investigated site |2) with all shell-symmetric states |r) has to
be computed. Second, we sum over the change in all shell-symmetric states to obtain
the change on the site |2),

Cilon(t)) = (il on(0)) = Y (alr) (Crlow(t)) — {rlen(0))) -

For the complete representation of site |¢), the non-shell-symmetric states are also
required, but these are constant in time for our nonequilibrium problem.

In conclusion, we can observe two distinct long-time regimes after the quench. In
the first case, when no localized state is generated, our observables relax to their thermal
values. On the other hand, the localized state shifts the situation into the second case,
and our observables relax to values derived from a GGE. Hence in our discussion of differ-
ent systems, the most important question is whether a localized state is generated or not.

The GGE captures only the long-time limit for an extensive particles number as the
Fermi sea. If we have a finite number of particles, then our observables oscillate like
in figure 12, 14 and 15. We want to highlight that energy, particle, and bound state
occupation conservation are enough to construct the correct GGE. This poses the
question, under which circumstances the GGE after a local quench is computed from a
few conserved quantities and not from an extensive amount. After global quenches, we
generally need an extensive set of conserved quantities'® in an integrable system.

We return to our initial motivation to compare our results with the work of J. M.
Zhang et al.?*°® First, we predict dynamical Friedel oscillations, which were observed
for the chain,® for arbitrary lattices. Second, we also observe a density plateau after
the quench.?® We do not encounter the cusps in the single-particle states®® because they
first appear at the recurrence time, ¢ = R on the Bethe lattice. We cannot access this
time scale because we first applied the limit R — oo. Thus, we are in the regime t « R
even if we take the limit ¢ — oo. We do not observe the later plateaus® due to the same
time-regime argument.
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If we wanted to access this time scale, we would need to evaluate the finite Cay-
ley tree instead of the Bethe lattice. One option is to tackle this task by constructing the
exact eigenstates for finite Cayley trees. The other is to adapt our analytic evaluation
to keep the times ¢ ~ R finite. Finally, it is more evolved to take the rim into account
for the finite square and simple cubic lattice. There, the impurity quench destroys the
symmetry of the system.
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5 Summary for local quenches

We investigated the nonequilibrium dynamics after an on-site energy quench. The local
density is our observable of choice. When only a single particle occupies the lattice,
two very distinct regimes are observed. For weak impurities, the observables initially
oscillate and then relax to constant values. For strong impurities, the oscillations become
steady with constant amplitude and frequency. this emergence of a localized state is
responsible for the two qualitatively different regimes. We only encounter the strong
impurity regime for the special case of the chain (Z = 2) and the square lattice.

If the initial state is the Fermi sea, a many-particle state, then the qualitative be-
havior is similar in both regimes. Integrating over the different oscillation frequencies
cancels them out, and relaxation occurs in both regimes. The impact of the impurity
travels in a light cone through the lattice. The velocity of this cone is independent of
filling. Therefore, the cone velocity is generally not equal to the Fermi velocity. Our
investigation indicates that the velocity is equal to the maximum of all possible Fermi
velocities. The physical reason is that the impurity affects all single-particle eigenstates
and is not restricted to the states at the Fermi surface.

A comparison of the thermal and long-time expectation value still distinguishes the
two regimes. In the weak-impurity regime, the local density thermalizes. However, the
thermal and long-time expectation values differ from each other for strong impurities.
We observe Friedel oscillation for the thermal and the time-dependent expectation values,
and their oscillation length strongly depends on the filling. The Friedel oscillations
inherit the thermalization for weak impurities and the lack of thermalization in presence
of the bound state. We conclude that a single state outside the band inhibits thermal-
ization for noninteracting systems, and the observables relax to a generalized Gibbs
ensemble. 10713

As discussed in the next chapter, self-consistent and time-dependent perturbation
theory™ ™ predicts thermalization of the occupation numbers for small interaction
quenches. Thus, we also expect thermalization if we add a small interaction to our
Hamiltonian. For weak impurities, the time scale of thermalization is the inverse band-
width, because it happens already without interactions. For strong impurities, the
interactions are necessary for thermalization, and thus the thermalization time scale
will increase. Bertini et al.”™ developed a method to compute the relaxation dynamics
of local observables for weakly interacting systems. They predict a relaxation time scale
of t = 7/g for local observables. We expect thermalization of the local density in this
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time scale t = 7/¢g by adding weak interactions. This scenario for thermalization in
presence of a bound state would be worthwhile further investigate. In any case, weakly
interacting systems with impurities are expected to thermalize on very distinct time
scales for the two regimes of weak and strong impurities.

For our evaluations, we constructed all eigenstates for a single impurity potential in
the thermodynamic limit. This is possible because the symmetry separates the Hilbert
space into distinct subspaces with respect to the Hamiltonian. In the shell-symmetric
basis ]:I{}|O>, we have an effectively one-dimensional system. This is strictly true for
the Cayley tree or in the thermodynamic limit for other lattices. The computation
in the shell-symmetric basis requires only the density of states. Any density of states
with finite bandwidth can be represented in infinite dimensions by a set of hopping
amplitudes, although long-range hopping amplitudes are typically required.”* Thus, the
dimensionality of the lattice is not apparent in the time evolution in the shell-symmetric
states. With full information about the lattice, we can compute the time evolution
for any site from the time evolution of the shell-symmetric states. In conclusion,this
inhomogeneous problem was solved to a large extent here. However, in order to study the
problem directly in the single-site basis, we need to generalize our evaluation procedure.
This is done in the outlook subsection 6.a). A further generalization is necessary for the
study of periodically driven or ramped impurities. We give a formal solution to this
problem in outlook subsection 6.b) and verify it for the quench. Our method could also
be used to compute additional quantities, e.g., correlation functions.”™

it is also possible to study finite size effects. We have the same eigenstates for a
finite Cayley tree, but we must to compute the eigenvalues explicitly. For a large but
finite Cayley tree, one could evaluate the overlap of states.”” Due to the orthogonality
catastrophe,”™ we expect it to vanish in the infinite size limit. Furthermore, we could
then observe the reflection of the wavefront at the rim of the Cayley tree may be observed.
This type of reflection is known to lead to cusps in the dynamics of single-particle states®
and steps in the tight-binding chain’s local density.”® We expect analogous effects for
the finite Cayley tree. For the square or simple cubic lattice, the computation of finite
systems is more tedious because its surface destroys the advantageous symmetry.
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6 Technical Outlook
a) Site-resolved computation

Here, we show an alternative way to derive our evaluation formulas (I1.13) and (II1.14).
It will not depend on a particular basis and is applicable in the single-site basis. We
start from

By o(t) = (nle™ V|
and apply the Laplace transformation

o]

oA N ~ ~\ —1
Zra(Dur(l)) = fdt e = (nle” " |0y — idn| (iz — Ho — V) |@k)

0
=i ) Gu(iz){1|Dx) .
!
Now, we obtained an expression based on the Green function with impurity

. -1
Gn(z) = (n (z — Hy — V> D
Next, we apply the cavity formula,

gno(2)V gou(2)

1— Vgoo(Z)
and rewrite the Laplace transformed in terms of the Green function without impurity
Gnm (%),

Gu(2) = gu() + with gu(=) =l (== o) 11

) 9o (22) V0| P
7N (o) A LA LU LD
ir—ep  (iz —eg)(1 — Vgoolix))
For the inverse Laplace transformation, we utilize the Mellin’s inverse formula,
200+7y d
— T X
uklt) = L (Lo (Da(t))) = f L L (Dailt)) (I1.22)
—100+7y

The parameter v has to be chosen larger than the real parts of all poles. The poles of
G (iz) lie all on the imaginary axis. Thus, v > 0 is sufficient. We rotate the complex
plane by substitution of the integration variable z = —iz.We choose the infinitesimal
but positive number ¢ for v and obtain

0+
_ _ %e—izt (n|®y) Jno(2)V 0| Py
Prilt) = J 2mi (z — €k " (2 —ex)(1 — Vgoo(z))> '

—00+10

o7



II' DYNAMICAL FRIEDEL OSCILLATIONS

Next, we close the integration path by adding a half circle in the lower complex plane.
Thus, we use the integration path L, which is depicted in figure 25. If the eigenvalue
equation 1 = Voo (E) (I1.10) is fulfilled, then an additional pole appears at z = E. The
previous expression now splits into two terms,

D po(t) = O(V| = [Ve)) P (1) + OF5(F) -

The contribution of the localized state is computed by the residue theorem and gives

)
—R+1i) R+ 140

Figure 25: Complex integration path L(R) to illustrate L = lim L(R)

R—0

the same term as in (I1.13),

0|®p )V guo(E)e™HE ( 1 )

Pioc (1) = & Res(——— E

”k< ) E— ¢ 1 —Vgoo(z)
{0|®g)gno(E)e"

(E = €x)goo(£)
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The branch cut along the band gives the extended states’ contribution ®5¢(¢). We
compute it by integrating slightly above the band from left to right and slightly below
the band from right to left,

€max

B0 = (nfte |

€min

0|Pr)gnolex + i)V _,
_ d iteg
<<n k> * 1 - Vg[)o(ﬁk + 26) ¢

- f de 0|®re ™ [ Vgale+i0)  Vgule —id)
271 (€ — 10 — ex) \1 — Vgoo(e +i0) 1 —Vgole—1id)/)

(11.23)

de. 5{0|®g e~ FDV g o (e + is0)
270 1 —Vgoo(e +1isd))(e +isd — )

s=+1 (

To obtain the second line from the first, we assumed e (19 — e~ and used the
identity,

Jd_a: f() —f<0>+fdi f()

2miz+id omix —i6
When we insert our shell-symmetric basis [n) = H7|0) and use the identities
gOQ(G — Z(S) — g00<€ + 25) = 27T2p(6)

and (I1.15), we recover the result from (II.14). Thus, this section is an additional check
for our evaluation formula. The advantage of this derivation is that we do not assume
specific g,;(z). Hence, we can insert arbitrary ones, e.g., the Green functions from any
one single site to another single site. Therefore, we found a way to study our quench
problem in an arbitrary single-particle basis.
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To compute the density change at a specific site, we sum over all k and have a problem
of the general form,

(An )t = Z [(n|®r) + O|Pr) f(er)|”

€l <€ER

Z [P @a)[* + KO @e) f (er)* + 2R { f () (0] @i X Pic|n)}

€l <€ER

€F

- f de pan(€) + puo(F(O) + 200 (R {F(6)) .

€min

G Za € — €)(n| D)} Dy|l) .

We require the site-dependent p,;(¢) and obtain them from the imaginary part of the
Green functions,

Sgule — i)} - %{<n|+|z>}

=28 IR Pull)

k

= 7> 8(e — &)@ X Pplly = Tpple) -

If the Green functions g,;(z) are available, then we can compute the dynamic after an
impurity quench in the corresponding single-particle basis. The single-site basis results
are particularly suited for the study of the light-cone effect. Moreover, this procedure
enables us to study the light-cone velocity in real space.

As an outlook, this method could be applied to the square lattice. There, the Green
functions are analytically available,” and we can compute site-resolved dynamical
Friedel oscillations. This allows us to study the cone velocity in different directions.
First, the Fermi velocity in the diagonal direction is higher than in the direction of
the lattice axis. Hence, we expect a higher velocity along the diagonal than along the
lattice axis. The second feature, we intend to analyze is the Friedel oscillations. Their
wavelength and decay rate should depend on the direction as well.

b) From quenched to ramped and driven impurities

Here, we give an outlook on how to compute the density modulations after continuously
increasing the impurity strength. We obtain a formal solution (I1.26), which leads to a
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differential equation (I1.27). At the end of this outlook section, we insert the quench as
a ramp protocol, and the result is congruent with the previous section.
Formal solution

The ramp Hamiltonian is
H(t)=Hy+ f()V with f(t<0)=0.
We work in the shell-symmetric basis, and the quantities of interest are

k(1) = O|HFU(1)| ) -
The differential equation for the propagator is

= 0(0) = (o + FOV)O(0)

From that, we deduce coupled differential equations,

@%@n,k(t) = B () + FOVED (L) .

By induction, it is easy to show that

O, 4(t) = <( (%> 2 (%)H_m Vf(t)e_m) Dok(t) - (I1.24)

Therefore, it is sufficient to compute @ x(t) because all other @, () are easily derived
from it. Next, we impose the boundary conditions that far away sites are not affected
by the impurity. The state I:[{f|0> captures the earliest impact for sites that are n hops
away from the impurity. Hence, we choose the boundary condition as

D, x(t) = <O\ﬁge*im‘)|®k> = e "% (0|Py) as n — © (I1.25)

Inserting the boundary condition (I1.25) into (I1.24) gives

e 010 = (( 2) - Z( ) o Vf(t)e_m> Bou(t) a3 n— o0

ek (0| D) = (1 —:S ( a%) ) Por(t) as n— 0.

0
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From the first to the second line, we integrated n times. When we take the limit n — oo,
we obtain the local Green function,

0/ = (1= (i5) VIO) Boalt)

Inverting this equation gives us a formal solution to a general local ramp problem,
0 -
oalt) = (1 am (15 ) VIO) 0o (11.26)

Differential equation

We derive a differential equation from the formal solution (II.26). First, we multiply
our quantity by the inverse complex phase,

(i)o’k(t) = eitekq)o,k(t) .

Then the € terms cancel each other when we apply the time derivative

Colt) = o [% (10w (i5;) Vs ))] e R 0]

The time derivative of the operator is computed as

o) vim)

Sy
35 () 190) e ()70 o () v0)
] (900 <z%> Vf(t)>mgoo < ;t) Vf’(t)g <goo (%) Vf(t))l

1 — goo (Z%) Vf(t))lgoo(st) Vf()(l—goo(gt) VIt ))1 :

We insert it back into the previous equation and obtain the differential equation,

I
RgE

m

I
RgE

3
Il

VR

ﬁcﬁ (t) = e (1 2 V£(t) B 2 VI (t)e " * Dy 4 (t) (IL.27)
ot 0,k € — goo Zﬁt goo Z&t € 0,k . .
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Evaluation for quench protocol

Now, we test the formal expression (I1.26) by inserting the step function as the ramping
protocol into equation (II1.27). The integration gives

o) — B (0) < f it (1 e (@a%) Vf(f))l

oo (@i> Vi (T)e ™ D (1) . (I1.28)

oT

We insert on the right-hand side the identity of the delta function,

0

F(r) = 68(r) = J g_:e_m.

—00

For the quench, we can apply the approximations
&)o,k(T) ~ ‘i)o,k(of) =[P , f(r)~f(r>0)=1.

If we shift w away from the real axis, we can evaluate the derivatives and integration
with respect to 7 in equation (I1.28). We have to shift w into the upper half of the
complex plane because then all poles are below the integration path,

0+1d
) B ~ dwe™ —1  goo(w + )V
(1307;@(15) — (I)o,k(o ) = <0’(I)k> f g —w 11— goo(w + Ek:)v '
—00+19

If we shift w into the lower half of the complex plane, we obtain a trivial result. The
final step is to substitute w = z — €, and we recover the result from the Laplace
transformation method (11.22).

This check confirms the validity of equations (I1.26) and (I1.27). The next step would

be developing a numerical procedure that computes the density due to an impurity,
which is continuously switched on or periodically driven.
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III Prethermalization induced by weak interactions

1 Introduction to the perturbative expansion

In this chapter, we start again from a translationally invariant system, but now the
perturbation is spatially homogeneous. Therefore, local interactions induce nontrivial
dynamics in the system as the hopping Hamiltonian is diagonal in reciprocal space. In
particular, we investigate two scenarios for driving of a correlated electron system. The
first one is interaction-driven and the second one is hopping-amplitudes-driven. In both
cases, all expectation values have trivial dynamics for the noninteracting state. We
will include the interactions perturbatively and the hopping terms nonperturbatively to
describe the prethermal regime.

Mockel and Kehrein established a method to capture the dynamics after a weak interac-
tion quench”™® and applied it to the Hubbard model in infinite spatial dimensions. It
predicts a nonthermal steady state for intermediate times, which is called the prethermal
state. Later on, quasiparticle scattering governed by the Boltzmann equation®®*7 sets
in, and a thermal distribution forms. We note that prethermalization can also be
understood on statistical grounds.®! Here, we address several open questions concerning
the prethermal steady state. While the prethermal state is a general feature and is
expected in most models, there exist counterexamples, e.g., the one- and two-dimensional
Hubbard model,?%% which does not relax to a steady state for individual momentum
occupation numbers.

We tackle several model-independent questions in section 2. The first one is the
development of a general method. The initial approach was a leading-order interaction
expansion for continuous unitary transformations.” 8 The same result was reproduced
by evaluating Keldysh-Green’s function diagrams®* and by a single canonical transfor-
mation.®® The fundamental concept in these approaches is an expansion in interaction
strength. We apply the interaction representation in subsection a) and obtain the ex-
pression directly for arbitrary models, protocols, and observables. We evaluate the first
finite correction term and assign the observables into two categories. The observables
from the first category have a finite first-order correction. The first-order term of the
other category vanishes, and we thus compute the second-order term. The fundamental
difference between the two classes of observables is the number of convolutions in time:
First-order observables have one time convolution, and second-order observables have
two. This adds a memory effect to the second-order observables. Second, we construct
constants of motions for an interacting system from the adiabatic theorem.8¢% We
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build a generalized Gibbs ensemble (GGE),'!3 which describes the prethermalization
plateau®® after arbitrary driving.

We investigate interaction-driven problems in section 3, which are in particular quenches,”8°
ramps,® and periodic drives.?® We define in subsection a) an effective nonequilibrium
protocol with prior adiabatic switching®®® to include initial interacting states. We
evaluate the general terms for first- and second-order observables. We choose the
Hubbard model with infinite spatial dimension as our example model and compute its
expectation values in subsection b). The first investigated phenomenon is crossing points

in a transients as discussed in subsection ¢). The next one is the relaxation behavior in
subsection d). This is followed by the subsection concerning ramps e) as they bridge the
gap between adiabatic switching and quenching. The final subsection f) covers periodic
drives. Our findings in section 3 reproduce the results of previous work 80848589 and
are more comprehensive in certain aspects.

The last and largest section 4 covers the prethermal dynamics after an electric field
pulse. It shows that an electric field pulse induces a prethermal steady state in weakly
interacting systems. Peierls’ substitution captures the external field, and therefore we
have a hopping amplitude-driven process. The methods of the previous sections need
to be adapted to this case. Generally, the computation becomes more cumbersome,
but our method includes all orders in electric field strength and is still perturbative in
interaction strength. The results indicate which order in interaction and field strength
is sufficient to capture the prethermal state.

In summary, this chapter predicts a generalization of previous approaches to describe

the prethermal state. Our method works for arbitrary time protocols and arbitrary
interacting initial states, leading to new applications of which some are discussed here.
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

2 General expansion in interaction strength
a) Formal time integration

We first derive formal expressions for time-dependent observables. These steps are
similar in both following parts, but we use different representations. The interaction
representation will give us equations (II1.5) and (IIL.7), which describe the prethermal
regime. These two formulas will be the main result of this subsection.

Schrodinger representation

We will express a Heisenberg operator in a commutator series. The time evolution of
a state is captured by the time evolution operator U (t). It has the initial condition
U(0) = 1 and the differential equation (h = 1)

d . o
S0 = —iHBOU ).

Hence, we can write the Heisenberg equation of motion as

SOt 0AD() = 0 [if1 (), 4] 0

We integrate the differential equation and obtain

Ut ()AT(t) = A + fdtl 0t (1) [iﬁ(tl), A] U(t) . (IIL.1)

This integral equation (II1.1) is valid for every operator A. Therefore, A is allowed to
be dependent on a parameter or a set of parameters. Thus, we can replace A by the
right-hand side of equation (III.1) and receive

t t t1

O (0AT(E) = A+ J aty [ F(1), A] + 2 J dtlfdtg 07 (t2) [ F1(82), [ F(12). A] | O(82)

0 0 0
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

A

The operator [H (t,),...[H(t1),A]...] depends on n parameters and we iterate equation
(III.1) N times and obtain

Ut AU (1) = i(z’)"fdtl o nfdtn [ﬁ(tn), o [H(tl), A] N ]
LV J dty ... ﬁltNH O tav) [Etxan). - [B(0). 4] Do)

If H(t) is bounded such that the last term vanishes for N — o, this becomes

Ot () AU (1) = i (3)" f dt, .. .t];tn [ﬁ(tn), . [f](tl), A] . ] . (I11.2)

Equation (II1.2) is a series representation for an arbitrary Heisenberg operator. If we
apply the initial state from both sides, we obtain the time-dependent expectation value
as a series expansion.

Dirac representation

If our Hamiltonian consists out of an exactly solvable part f[o(t) and a perturbation
gH(t), then we can apply the Dirac or interaction representation. Every operator is
dressed by the time-evolution operator with respect to Hy(t),

O4(t) = U (1)OU(t) -
Thus, we are now interested in the transformation,
S(t) = U(0)U () -

Its differential equation is

%5’@) = —igH, 1(t)S(t) .

The equation of motion for dressing with S(¢) from left and S*(t) from right is

STHAS() = A + J dr §1(r) [igﬁl,I(T), A] S(r) . (I11.3)
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

Analogously to the previous part, we obtain the series expansion by iterating equation
(IT1.3). To obtain the Heisenberg operator, we replace A with A;(t). Consequently, the
result for the series expansion is

~ ~ ~

ST A 1)S(t) = i(z’g)” f dty ... nfdtn [ﬁl,,(tn),...[ﬁ17,(t1),AI(t>]...] . (IIL4)

We have found with equation (II1.4) an explicit series expansion in the perturbation
strength ¢ for an arbitrary Heisenberg operator.

Now, we generalize the second-order expansion for the interaction quench™8%8 to
arbitrary time protocols. We assume that the initial state |¥y) is an eigenstate of
ﬁo(s) and observable a. Furthermore, these two operators shall commute for all times,
[a, Hy(s)] = 0. Then, the first-order term vanishes and the second-order term is the first
finite correction,

(@ = (@Y — ¢° J dty fdt2<[ﬁ1,l<t2), [ﬁu(tl), a]]>o + O . (I1L.5)

Equation (II1.5) is the prethermalization formula for an arbitrary time protocol and
is one of the main results in this dissertation. In sections 3 and 4, we present explicit
results for various nonequilibrium protocols in the Hubbard model. If the Hamiltonian
stays constant after a certain point in time, then the Fourier transformed of the double
commutator is useful. Thus, we define

o]

Jale) = — f g—;e—”%w[v, [eiTﬁOVe_”ﬁo,d]]|\Ilo> (I11.6)

—o0

— 2R {<\1f0| [V, d]é(ﬁo —Ey - 6)‘7|‘I’0>}

= Voul* (an — a0) 26 (B, — Eg —€) .

We use the abbreviation (¥, |V|¥,,) = V,,,, and the eigenvalues a|¥,) = a,|¥,) and
Hy|®,) = E,|¥,). The (U,|[V,[Vi(1),a]]| W) is real and symmetric in 7, therefore
Ja(€) is real and symmetric in €. In subsection 3.b), we compute J;(¢) for the half-filled
Hubbard model with infinite spatial dimensions. We will utilize J;(¢) in subsection c)
and in section 3.
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

If an operator A does not commute with ﬁg(s), then the first order survives, and
the leading order result is

(A=At + 91 | dts[Hratt). As(®) o +0(s) (1r1.7)

. >

=AA1)

Observables with expectation values as for A are called first-order observables and for
are called second-order observables. Examples for second-order observables are kinetic
energy and mode occupation numbers in the Hubbard model. The first-order observable
of interest will be the double occupation. We can also Fourier transform the single
commutator (A, = (U,|A|T,,)),

0
~ d . T S
Ji(e) = J ée_”%[e”HOVe_”HO,A]>0 (I1L.8)

—00

— (| (Va(EO —Hy— A AS(Hy — By — e)v) To)
= 6(Ey — Eo — €)VonAno — 6(Eg — Ey — €) Agn Voo -

We now exploit this to predict the long-time limit for first-order observables. If there
exists a long-time limit, then it is equal to the long-time average. Our Hamiltonian
shall be constant after time tg,. First, we split the time integral into the two parts of a
time-dependent and a time-independent Hamiltonian,

T

dt
] M) = 1 “AAD
f AT = fi, | AT

tfin

T d t thin

. t. A .
~ i | Gi( | ar+ [ar)[Ean. )]
tin tfin 0

The time-averaging makes fl[(t) diagonal for 0 < 7 < tg,, in analogy to the diagonal
ensemble in equation (I.3). The initial state is an eigenstate of (¥,,| Adiag|¥m) = SnmAnn
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and thus the expectation value of the single commutator vanishes. Therefore, the
long-time limit is

lfin

Tim AAD (1) = f de J 1 (e) Tlglgo —zdee (1=7)e J dT<[H11( ) ,21diag,,(tﬁn>]>8

~

= f RGN (111.9)

—€

The long-time limit of the first-order observables depends solely on the initial state
and the final Hamiltonian. Therefore, it is independent of the explicit nonequilibrium
protocol due to equation (II1.9). The long-time limit for the second-order observables
will be captured by a generalized Gibbs ensemble, as we show in subsection c).

The series expansion for propagator U (t),%” S(t)* and density matrix p(t) = U()pU* (t)*!
are derived in several quantum mechanics textbooks,

tn—1

i Jdtl Jdthl H(t,) ,

~
o

tnl

5= (~ig) fdtl Jdt gty Ha(t)
[)(t):i(—i)”fdtl...]dtn ). [i,).). ]

tn—1

_ i(—ig)”fdtl... Jdtn [ﬁl,l(tl) [HU( ),@] ] ,

We deduced expansions (I11.2) and (II1.4) because they are used rarely in the literature.??
If we expand expectation values up to a certain order in g, we always obtain the same
terms independent of whether we use the series expansion for propagator, density matrix,
or Heisenberg operator. Secular terms, which grow in time, appear in the perturbative
expansion of U (t) or S (), but experience shows that the Heisenberg operator usually
does not contain such terms.?

It is common practice to express the propagators with time-ordering operators. The
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

time-ordering operators interchange the positions of the operators H (t;) depending on
their time.

t
) N —i§drH(T)
T. : greater time more to the left = U(t)=Te ©
. N ZSdTH
T : lesser time more to the left = Ult)=T.eo

If we define two appropriate time-ordering operators, then we can reveal that the series
expansions for U(t), p(t) and UT(t) AU (t) are congruent to each other. Let us first define

Tg ). lesser time closer to P

Tg) . greater time closer to A

The following computational steps are then straightforward,

01 () AT () i fdtl f at, A, [Aw). 4]

(A) zSd‘rH (1) A —ZSdTH

— T< e 0
( ZSdTH(T))

( 1Sd7-H>
_ (7.
Jdtl JdtnTg’ ﬁ ..[ﬁ(tn),ﬁ]...]
0

We apply the same procedure to
) —iSdTH(T) R iSdTH(T)

=T e o pe o

—i i drH(7) i i drH(7)
=<T>e § )ﬁ<T<e§ ) )

Hence, the series expansion in H(7) for UT(t)AU(t) match each other closely. We note
that the steps are identical for the expansion in g if the time-ordering operators act
upon Hj(7) instead of H(7).
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

b) Construction of constants of motion

The prethermalization plateau after a weak interaction quench is described by a general-
ized Gibbs ensemble® (GGE). Here, we present a straightforward way to construct the
corresponding constants of motion for this GGE. The noninteracting initial Hamiltonian
H, shall have constants of motion I,. They commute with H, and can be represented
in the eigenbasis {|¥,)} of Hy,

[l Flo| =0 = o= D0 (W]

To generate a constant of motion I, for the fully-interacting Hamiltonian H=H,+ gV,
we replace the eigenstates {|WV, )} with the eigenstates {|¥,, )} of H,

Io = D0 LanC¥l = L fI| =0

The adiabatic transformation is the self-suggesting choice to transform eigenstates of
one Hamiltonian to the eigenstates of another Hamiltonian. Here, we choose it as

0
R, ,=T. exp{ —1 JdT (Hy + g‘A/e_T‘S)} .
0

The interaction is changed infinitesimal slowly if we take the limit 6 — 0. The adiabatic
theorem in quantum mechanics®®®® states for admissible Hamiltonians that

Ropg| W) = [Wo)ei® |0, = R0, pe™

We assume that the adiabatic theorem is applicable. Thus, the dressed operators are
the desired constants of motion,

A

Io = RITaR g = Y W) 0 (W]

When formula (II1.5) is applied, the I, are directly expanded in interaction strength,

Tn—1

g(ig)”jodﬁ... f dr, [Vie ™, Vim)e ™ 1] ]

0

Rld Io R,

The definition is V;(¢) = ety e=itHo a5 the initial time of the effective Hamiltonian is
zero. We insert {|¥,, )}, the eigenbasis of Hy, to evaluate the expansion to second order.
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

We neglect the terms O(g?) to simplify the equations. The computational steps are
straightforward for the off-diagonal elements,

0

(UL, "2 ig f ar e Vi), | 10,00
0

e¢] T1
_ 92 JdTl JdTQ e—5(T1+T2)<\IJn| [‘A/I(TZ), [‘7[(7’1), joz]] |\Ijm>
0 0

o]

0 T1
= Z.g‘/nm(loc,m - Ia,n) JdT e(_6+i(En_Em))T - 92 Z an%m JdTl JdTQ 6_6(T1+T2)
l

0
% (eiTg(En—El)—i-iTl(El—Em)(Iam . ]al) + eiT1(En—El)+i7'2(El—Em)(]an _ ]al))

Vnm([an_ am QZ an‘/lm an al 22 an%m a,l [a,m)
En E El El_Em) ’

and the diagonal elements,

T1

0
(U I = Ty — ¢ J dr f dry e 2y, | [VI(TQ), [Vz(ﬁ), fa]] |,
0

0

T1

o= ¢ S ViVl — L) [ d, J dry 0T+ cos((ry — 73) (B — )
!
0

0%8

_ an+ Z nl‘/ln a,l ]ozn> .

l#n

We assume nondegenerate eigenenergies £, and use the abbreviations I, — (U, |L,|T,)

and V,,, = (U,|V|¥,,>. This expansion to second order gives the same operators as
found by Kollar, Wolf and Eckstein.®> We also need R, I, R!, in the next subsection
and evaluate it by slowly switching the interaction on,

© 0 Tn—1
R f Rl = Z ig) f dr ... f dr, [\A/I(Tn)e‘”", . [%(Tl)e‘sﬁja] .. ] )
n=0 —0 —00
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

c) Generalized Gibbs ensemble of the prethermal steady state

We now construct a GGE from our constants of motions and show that it captures the
prethermalization plateau after an arbitrary nonequilibrium protocol. We start from a
noninteracting state. The protocol takes place from initial time ¢;,; to final time tg, and
the Hamiltonian is constant afterwards,

€q for t < tini
Hy(t) = Y ea)la  €alt) =< €a+0ea(t) for ti <t<tp |
o €a for tg, <t
0 for t < tin
Hy(t) =< Hi(t) for tm <t < tan
1 for tg, <t

We assume that [I,, [5] = 0 and therefore [I,, I3] = 0. The statistical ensemble of the
GGE'"™ 13 is defined as

l_[ e—)\afa
pa = —F+ — .
Tr{ I1 e—Aﬁfﬁ}

B

(I11.10)

The constants ), are fixed by the conditions,
Tr{focﬁG} = <ja>tﬁn .

We have defined the GGE and show in the rest of this subsection that this GGE governs
the prethermal plateau. This means that the long-time limit of (I, ), is equal to the
GGE prediction in second order,

lim 1) = Tr{Ipa} + O(4°) . (IIL.11)

The noninteracting Hamiltonian has the same set of eigenstates for all times. Therefore,
the time-ordering operator in Up(t) can be omitted,

t t

Up(t) = T- exp{ —i f dT[:[o(T)} = exp{ —i J de{Q(T)} :

tini tini
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

The initial state shall be an eigenstate of Hy(t), so the prethermalization equation (IIL5)
is applicable. The Hamiltonian becomes time-independent after ¢g,, and we shift the
interaction dressing to time tg,, so Hy ;(t) has an advantageous form afterwards,

0 for t < tini
Hig(t) = < Hy(t) = Uo(tan) U3 (8) Hy (D00 () U (tn)  for  ts < ¢ < tin
Vi(t) = eHolt—tan) |/ g—iHo(t—tsn) for tg, <t

This shift does not affect the initial state, as it is an eigenstate of f]o(t), or the observ-
ables [,, as they commute with Hy(t).

If the long-time limit exists, then it is equal to the long-time average. We apply

the prethermalization equation (IT1.5) and the long-time average splits into three terms
for second order,

T
— . dt -
Ty = Jim [ Gl
t.

= Ut + 92 (Dot + Das + Aas) + O(5°) (I11.12)
'1; d t Trl
. t . . .
Aoy == Jim | o | dr | dnd|Vilm), |Vitm), ] e
Tﬁoot‘) Tt i
fin fin fin
T(‘ d t tfrl‘n
. t N N .
Aa,2 = — lim e drm d7'2<[H1,I(7'2), [Vl(ﬁ),[aﬂ%m )
T_)OOtJ T t f
fin fin ini

tfin T1
Agsz=— fdﬁ Jd72<[ﬁ1,1(72); [ﬁl,l(ﬁ)aja“%m :

tini tini

The A, 1 corresponds to the quench, which will be discussed in section 3, and results in

Agy = Jde Jr, (€ hm J Jdﬁ JdTQ cos(e(my — 7)) = Jde J1a2(6> .
€

This term and can be expressed as an integral over J;_(¢€) because the Hamiltonian is
constant. A, in equation (II1.12) is a mixture of nonequilibrium protocol and the
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long-time evolution. A, 3 describes the nonequilibrium protocol from #iy; to tgy.
Next, we compute the GGE prediction. We assume that the expectation values with

respect to the initial state are equal to that of a statistical ensemble py,;. Therefore, the
zeroth order of the GGE is equal to piy;,

<O>tini = Tr{oﬁini} and pg = pmi + O(g) . (II1.13)

Both assumptions are valid if we compute the expectation values by Wick’s theorem.
We further use the transformed ensemble pg, which we relate with our assumption
(IT1.13) to the initial ensemble piy;,

I1 e Aala
Tr{ I1 e_’\ﬁfﬁ}

B

ﬁG = éadﬁGRlLd = = ﬁini + O(g) :

The statistical prediction of the GGE is

Tr{l.p} = Tr{R IR pc)
= Tr{l.po} + Tr{(ﬁzadfaz%;d - fa) ba) .

The first term becomes
Te{fae} = Tellapc) = Tadig, -

The zeroth order vanishes trivially in the second term Tr{(f%adfa]:?ld — fa)ﬁg}. pa is
diagonal in the eigenbasis of I, and the first-order correction is computed by a single
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2 GENERAL EXPANSION IN INTERACTION STRENGTH

commutator. Thus, the first order in g vanishes as well. Consequently replacing pg with
pimi gives an error of O(g?),

Tr{ (RadfOéRld - ja) pa

o0 Tn—1
o0 r R R R
= Y (~ig)" | dm... f dr, Tr{[v,(rn)em, " [vf(n)eéﬂ, ]a] .. ] ba)
n=1 t;jn tfin
o 0 Tn—1
- \n [ 9 4T, 9 6T1 T A
= » (=ig)" | dry ... | d7, Tr{ [VI(Tn)e L [VI(Tl)e ,Ia] . ] el
n=2 J
tfin tfin

= (—ig)? f dr f dry Tr{ |:‘7](T2)66T2, [\71(71)65“, fa]] Pini} + O(g°)

lfin lfin
= e Rylatly = 1) s} + O(g)
The GGE prediction up to second order is equal to
Te{fape} = Hadts, + ((RualaRls = Ia) 1 + O(6%) -
We have an explicit expansion in interaction strength ¢ for the two terms on the

right-hand side. The expectation value of the constants of motions at g, has three
second-order terms,

<fa>tﬁn = <UT(tﬁﬂ)RLdjaRadU<tﬁn)>tim

= (s + 02 (B + Doz + Aag ) +0(g") | (IIL.14)
o0 T1 ~
Aa,l = — Jdﬁ ( dry ( ‘71(7'2)6_6T2, [‘71(7'1)6_6T1, ja:|:|>tini )
tﬁn t;11 i
0 tfin )
Aa,2 = - Jdﬁ (d7'2< ff1,1(7'2), [%(Tl)eféﬁja]]%mi ,
tﬁn ti‘)ni i
tin T )
Aa,3 = - Jdﬁ (dT2< ﬁl,I(TQ)a [ﬁ1,1(71),ja]]>tim .
tini tini
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The last term of equation (II1.14) is equal to the last term from the long-time average
in equation (I11.12), Aa73 = A, 3. We obtain A, 2 = A, after explicit integration over
71 and insertion of the eigenbasis of H,,

hmf fdn Vi), du] - lenmm(w— L) (V]

T—w (B, — En)
tﬁn tﬁn
o0
- Jdﬁ [f/j(ﬁ)e—&n’ja] )
2(/'ﬁn

The term Aa,l of equation (III.14) is half the value of A, 1,

o0 T1
Ay = Jde Jr,(€) J dm J drye e cos(e(r — 1)) = Jd JI;(Q ) :
€
tfin tin
The remaining term is equal to half the value of A, ; as well,
tfin T1
(RaaloBla = 1) = (-i9)" [ dny [ drae™ ™ (Ui(m). [Vi(ri), LD, + O
—Q0 7‘JOO
t‘-;l‘n T1
= ¢ Jde Jr,(e) | dn J dry ™™ cos(e(ry — 7)) + O(g°)
J

—0o0 —0o0

— gzjdejla(e) +0(g%) .
2¢2

Consequently, the sum of all second-order terms is equal on both sides of equation
(TI1.11),

(o) = Tadty + {(RoglaBly = 1)y + O(g")
= Tr{Ljo} +O(g")

In summary, we have proven equation (III.11). We achieved this by evaluating all
terms to second-order that arise from the series expansion. We handled the adiabatic
transformation as the time-evolution with an appropriate time-dependent Hamiltonian.
Hence, we have generalized the GGE prediction from the quench® to arbitrary protocols.
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Our derivation even includes weakly interacting initial states generated by adiabatic
switching from the noninteracting states. We will further explain this in subsection 3.a).
While several steps in our derivation are inspired by reference,® the formal construc-
tion of constants of motion is more general and can be computed to arbitrary orders.
One open question is whether the long-time limit is equal to the GGE in O(g?) or higher.

The central message from this subsection is that the prethermal plateau of first-order and
second-order are fundamentally different. For first-order observables, the plateau value
depends solely on the final Hamiltonian as we learned in equation (II1.9). Thus, there is
no memory of the nonequilibrium protocol. Contrarily, for second-order observables,
the GGE and plateau values are sensitive to the specific protocol. In subsection 3.e),
we will compute interaction ramps and the plateau values are fine-tuned by the ramp
duration. In section 4, the initial and final Hamiltonian are identical, nevertheless,
the hopping-amplitude drive generates prethermal steady values in the occupation
probabilities.
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

3 Interaction quenches, ramps and periodic drives

In this section, we will develop and apply a method to compute the prethermal regime for
weak time-dependent interactions. In particular, we investigate quenches,™ ramps,®
and periodic drives® for the Hubbard model with infinite spatial dimensions. First,
we define an effective Hamiltonian and evaluate the general terms in subsection a).
Next, we compute the necessary expressions for the Hubbard model b), which become
feasible in infinite dimensions. In subsection ¢), we discuss crossing points in transients
of first-order observables. After that, we study the relaxation behavior to the prethermal
plateau in subsection d). In subsection e), we explore the influence of ramping duration
and ramping smoothness on the prethermal plateau. In the last subsection f), we analyze

periodic interaction drives, which exhibit two qualitatively different regimes.®’

a) Effective model and general method

First, we define an effective Hamiltonian, which enables us to start from an uncorrelated
initial state. For this effective Hamiltonian, we evaluate equations (II1.5) and (II1.7)
for general models with help of the Fourier transformed from equations (III.6) and
(IT1.8). We treat the first- and second-order observables independently and will obtain
the expressions from equations (I11.15) and (II.16), which will be the main results of
this subsection.

The noninteracting Hamiltonian H, shall be time-independent, and the interaction
has a time-dependent factor. In section 4, the noninteracting Hamiltonian will become
time-dependent as well. We can write the ramp Hamiltonian as

2 3 > ) 9o t<0

H(t) _HO+V{ go+Agf(t) t>0

Our initial state |¥) is an eigenstate of the Hamiltonian at ¢ < 0. We assume that
the initial interacting state |¥) can be generated from a noninteracting state |¥o) by
adiabatic switching,® % where |¥y) is the corresponding eigenstate of Hy. We thus
replace our original problem of an interacting state with an auxiliary problem. In the
auxiliary problem, we start from the noninteracting state |¥) ramp adiabatically and
then apply the nonequilibrium protocol. The auxiliary Hamiltonian is

~ B ~ . . goet‘s t<0
Heﬁ‘(t) = Ho + Vg(t) with g(t) = { g + Agf(t) >0

We have to take the limit § — 0T for adiabatic switching. Now, we can apply the
perturbative expansion for first- and second-order observables. We compute two limits
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that of initial time to minus infinity, and that of 6 — 0% and will perform them
analytically. The general procedure is to first analytically evaluate all terms without
ramping function f(¢). Then, we will combine the terms for negative and positive times
to a single expression and avoid the numerical computation of both limits.

First-order observables

We enter the auxiliary Hamiltonian into equation (II1.7) and replace the expectation
value of the commutator with its Fourier transformed,

t

(A= Wu -+ [ drgr)[Glr), As(o)] o + (5"

= </1>0 + Jde jA(e) f dr g(T)ei(t_T)E +0(g%) .

—00
. _

—
=g (t.e)

The Fourier transformed J ;(¢) was defined in equation (IT1.8). Next, we compute the
time integration by splitting the time integration into positive and negative times,

gV (t,€) = J dr g(7)elt =7

—Q0
0 t
= | dr goe®etT)e ¢ de (go + Agf(1))elt
—00 0
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When we combine the term from the adiabatic ramp with the go-term for positive
times, we obtain a time-independent term, which is equal to the value at the end of the
adiabatic ramp. The result is

(A = (Ao + goAAY + AgAAL, (1) + O(g?) (I11.15)
A =i [ arer Vi) Apo = [ae 2409
AAG(1) =1 J ar f(r) Va(r), Ar(t) o = Jde Ji(e)i J dr f(r)eit-7e

We note that expectation values for the first-order observables are computed perturba-
tively as the adiabatic value plus the ramp of Agf(t).

Second-order observables

The first-order term vanishes for the second-order observables a. Therefore, we apply
equation (II1.5) with the Fourier transformed J;(¢) from equation (III.6). The result is

@»=@»—jdnfdwaﬁmmxﬁwm{%mxwwﬂx+0@%

= (ayo + JdﬁJa(ﬁ) f dry T drz g(71)g(72) cos(e(m — 1)) +O(g°)

. J

29290‘(2)(15,5)
0 1

PP (t,€) = J dmy J dry goe’™ goe®™ cos (11 — T2)€)
—® —0

t 0

r

i wmﬁﬂwm»me@mmm—mo
. .

t T1

'%hﬁ%+AWWMJ&ﬂ%+AM@DwM@—EM‘

()
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Next, we use the identity,

T1

0
0= f dm €™ cos ((1n —m2)€) + JdTg cos ((11 — m)e)
—0 0

allowing us to simplify,

2 ! p
P (t,€) = % + Jdn (90 + Agf(m)) fdfz Agf(m)cos (11 — m2)e)
0 0

The final result has three second-order terms,

(aye = Cayo + g3 0aly + goAgAa (1) + Ag*Aa,, (1) + O(¢*) ,  (IIL16)
0 1
> > ~ J{l €
I f dry f dry o™ Vi), [ Vi(r),a | o = f de —222) ,

—00 —a0

t T1

Ad?) (1) = — f dry f dry f(72)<[f/1(r2), [m(Tl),a]]>o
0 0

Jde Ja(€) fdﬁ Tdﬁ f(72) cos(e(r — 72)) ,

BafZy(®) =~ [ dn () j dra f(m2)(|Vilm2). | Vim).a] o

= Jde Ja(€) Jtdﬁ Tdﬁ f(m1) f(72) cos(e(r — 7))

The first term corresponds to the adiabatic correction. The third corresponds to the
ramp from g = 0 to g = Ag, and the second is a new mixing term. The ramp and the
mixing term are related to one another by

OAaR) (t)  OAalahy(t)

= = ot

For the first-order observables, we have a simple linear combination of adiabatic and
nonequilibrium terms. Thus, they do not affect each other. For second-order observables
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however, the mixing term emerges, initially interacting and noninteracting states have a
qualitatively different dynamics. The physical interpretation is that the second-order
observables are more sensitive to the history of the nonequilibrium process than the
first-order observables. Finally, we note that the adiabatic corrections A;g and Aafd)
are equal to corresponding terms from the time-independent Rayleigh-Schrodinger
perturbation theory,%%

|\1jn>vn0

O 2
En—E0+ <g0>7

[Wrs) = [Wo) + go Z

n#0
gAY = (Wgg | A[Wgs) — (W AJWg) + O(g?)
g2a) = (Ups|a|Wrs) — (Wola| o) + O(gd) .

b) Hubbard model in infinite spatial dimensions

We compute the commutator expectation values for the Hubbard model in this subsection.
We begin with the evaluation of an expectation value of two two-body interaction
operators,

Jr0, 0]y witn 70 = 3V ddlee,.
a,B,7v,0

The state is uncorrelated with (¢,¢5)0 = dap(fia . According to Wick’s theorem,?0:27%0

all possible two-particle contractions contribute. We assume a state with a fixed particle
number. Hence, contractions of two annihilation or two creation operators vanish. We
assume next that if two indices of VOSZB)WS are identical, then it vanishes or the other two
indices are identical as well. The physical interpretation of this assumption is that if
one particle is not scattered, the other one is not scattered as well. Thus assumption is
fullfilled e.g. for a translationally invariant interaction term.?> When two c-operators
from the same interaction term are contracted together, then the initial state is an
eigenstate of the remainder of this interaction. Due to the commutator, we then obtain
zero. Thus, the terms containing contraction of two c-operators from the same interaction
are not contributing. Under these assumptions, the term simplifies to

W) 2 atataa o a4 s
Vaﬁw\/a,ﬁ,y,é,<[cgcﬁcﬁyca7 ca,cﬂ,cﬂ/,cﬁ,]%

1) (2 dafa AN sa Al oA 4 AT A AN sa A Ata
- a(ﬁ)w 5VOE,[§,W, . <<CLCLCW/C(;/>0<CVC(;CL/CL/>0 - <cL,cg,cvc5>0<cv,cd,cgcbo) .
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The expectation value is

<[V(1)7 ‘7(2)]>o = > ViR sVardss (BasrOsy = danOssr) (845050 — Br0005)
N x (Giayoisdo(1 = o) (1 = s)o)
— (io(igholl = (o) (1 = (o)
2 am ( yBa V%Ba - V(;(fi Vvéaﬂ)
o < (Badoio(1 = (o) (1 Gisdo)
— (i ois)o(1 = (o) (1 = Gigho) )

The sign changes when we commute the two creation operators or the two annihilation
operators of one interaction. Thus, the coefficients v s have to respect the symmetry

(@ _ @ _ (4)
Va,B’yé - _Vﬁa'yé - _Voz/o’&'y V,Boz&y :
This further simplifies our expectation value to
VO, 0o =4 3 VRV (Gadoliigdo(1 = (o) (1 = Giao)
0 — (oisdo(1 = (o) (1 = Cigdo) ) -

In the subsection 6.a), we explicitly consider the interactions

VO L7 and VO o [eitﬁove-“ﬁo,m] with Hy = Y eaa and V =V

«

This leads to
Vighs = Vass + Vags = Vapse 970 (8,5 4 8, = 6,5 = b1a)

and results in

(V. [etfoveitio g, | |

= 43 Vagyol* et 0779 (5,5 4 6,y = G5 — b1a)

% (Guadotigioll = i) (1 = Giigho) = G olisdo(1 = (iado) (1 = (isdo) )
=16 ), Vsl cos(tle, + €5 — € = ) (< oCnol(L = (Do) (1 = Gis)o)
o — Gydolio(L — @yo) (1~ (i) )
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In section 3, we focus on the Hubbard model, and the interaction is the double occupation

A
v — ok — ‘/1/575 %600350102( - 50’0’1) .

Therefore, the expectation value is
<|:-b, [eitﬁoﬁe—itﬁ07 ,ﬁ/o—k:l:l>0

Ak—l—kl—i—kz-i—kg

=2 Z et

cos(t(ex + €x, — €y — €xy))

% (aooCiok Yo(1 = Ciioms o) (1 = (ks o)
— (ke ook o(1 = Citowdo) (1 = Gk, o))
= 20 B (R, ) Fy (Ra, ) (£ (Ris D F; (Rist) — fr(Ra ) FY (R, 1))

k1,k2,ks3

We use the abbreviations

:k:(Rivt) = e_i(Ri‘k+t5k)<ﬁak>o )
fc:k:(Rlﬂ t) = ei(Ri.kHek)( - <ﬁ0k>0) )

ng(Rzat Zfo—k R’Mt
The expressions for the kinetic energy and double occupation, we deduce as
<[D7 [ﬁl(t)7ﬁo]]>o = Z€k<[b, [ D, (), nak]]>0
ok

= 2R Y F (R, )y (R, t) <F;(Ri, )i

e

0 +
= F (Ri1)

o
— FH(R. —DV—F (R

F (Ri,t)(=i) < Fy (R, 1))
- 29%}:@—F+ R, t)Fy (Ri, t)F, (Ri, 1) Ff (R 1) |

t

«[D.Di@)]po = [[dr<[ D, [Drtr). o] o

0
= 2R Y iFS (Ri 1) Fy (Ri ) F, Ry ) F, (R )
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The numerical summation over all lattice sites ¢ is challenging. This issue simplifies in
the limit of infinite spatial dimensions.’” The lattice sum of the functions FX (R, 1) is
bounded by

ZIF:(RHt)’Q = Fz;'i(()?O) <l1l.

The function FF (R, t) has the same value for each lattice point in the same symmetry
group. Hence, its absolute value is bounded by the number of lattice points z; in the
symmetry group of R,

1

7

Only R; = 0 has a finite contribution in the limit of infinite spatial dimensions,”” as z;
goes to infinity for infinite dimension and all other symmetry groups. We consider a
paramagnetic state F¥(R;,t) = FZ (R;,t) with a symmetric density of states (d.o.s.)
p(e) = p(—e) at half filling ey = 0,

|[FE(R;,1)] <

0
FX(Rit) — Sop, F(t) with F(t) = f de ple)e- e

—W/2

In particular, we investigate the constant, the semielliptic, and the Gaussian d.o.s.. The
corresponding functions F'(¢) are found in table 3. For our main quantities discontinuity

d.o.s. constant semielliptic Gaussian
p(e) o0& 29(1— 2)V/1— e -

sin i(cos(t) — 1(t) —tHy o '
OEXTOED ) ST E AU ERi s

Table 3: Functions F(t) from different densities of states

at the Fermi surface, kinetic energy, and double occupation, we use the abbreviations

An(t) = 1+ U?An®(t) + O(U®) |
(Hod = Eo + UES) (1) + O(UP) |
(Dy = 7+ UADY(t) + O(U?)
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Evaluation of J,(¢) and J;(¢)

We compute now the functions J;(¢) for the half-filled Hubbard model in infinite spatial
dimensions. They are symmetric, J;(¢) = Ja(—e¢), and have the form

. _ >0 de —zte iteg >0 @3(6 — Ek) for € > €k
‘]’flgk (6) = ‘]Ek (6) o f 271‘ 2% {e F ) } { 0 for e< €L ’
—0
0
dt fzte a 4 I~

T = — [ oot i L] = felalel) . Tple) = san(e)an(lel)

w2 w2 "

dt
an(f) = J d€1... J dEnp(Gl)...p<€n)(5(€1 —+ ... +€n_€) — J o fzteF( )
0 0 e

The remaining functions ag(e) and ay(€) are piecewise analytic in intervals of the half

bandwidth %,

(0 for e<0
an1(e) for O<e<®
ay2(€e) for Wee<W

a,(€) = < :
Qpn(e) for W(g_l) <e<¥n
| 0 for ho< e
We compute them recursively as
w2
Unt1,m( J dey p(er)oum(e —€1) + J dey p(er)onm—1(e — €1) ,
0 it
041,1(€> = p(E) ) O4n,0(‘5) = an,n+1(€) =0.

If the d.o.s. is a poly in €, then the analytic evaluation of ag(e) and ay(e) is straight-
forward. The real-time dynamics can be computed analytically as long as the ramping
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functions are not too complicated. Examples for f(t) are given in subsection e). We
obtain for the constant density of states (d.o.s.) with p(e) = 1/2 and W = 2,

2
€
06371(6) = E )
e 3¢ 3
) =gty g
e 3 9
asle) = 75 g T g
3
CV4,1<‘5> = % )
3 e € 1
wale) =555t
3 e e 11
sl =5 -7 5 T
3 €2 e 2
a4,4(e)=—%+§——~l—§ .

We perform the integrations numerically for more complicated cases, e.g., semielliptic,
Gaussian or next-neighbor hopping on the square lattice. We display the results of a(€)

as(€) ay(€)
0.10
e 0.04 v
0.081 — const — const
0.03
0.06 [ semiell. semiell.
square square
4 0.02 - q
0.04 1 —— Gauss —— Gauss
0.02f 0.01
. . . € . . ) . €
1 2 3 4 1 2 3 4 5

Figure 26: as(e) and ay(e€) for various d.o.s.

and ay(e€) for these d.o.s. and a bandwidth of W = 2 in figure 26. In all cases, the
functions are qualitatively similar. They rise from zero up to a maximum and decrease
after that. For a finite bandwidth, these functions vanish as expected at € = 3 or € = 4.
by contrast, they are finite for the Gaussian d.o.s. for all finite e. The functions as(e) and
ay(€) for the constant d.o.s. are symmetric, while otherwise the peak is shifted to the left.
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Next, we analyze the small-e¢ behavior as it determines the convergence of the equilibrium
correction {de ‘];T(QG) If p(0) is finite, we obtain

ule) = G gyel0)" + ()

The square lattice d.o.s. has a logarithmic divergence around ¢ = 0 and therefore the
functions grow faster for small ¢,

Enfl n N . -
ple) =clog(e) + O(1) = ay,(e) = mlog(e) +O(e" log(e)" 1) .
The small € contribution to the integral {de JSS) is finite in both cases. Finally, we

analyze the Gaussian d.o.s., for which we use an special integration technique as
discussed next.

Integration technique for the Gaussian d.o.s.

We compute the functions a,(€) for the Gaussian d.o.s. as

dt it eXi=1 iter—¢
Oén(f) - f %e Jdel . fdgn W
o 0 0
el T r —e2 i z? i
= — dxl e den (& =0 5(1 - xl)
T ) J 1=0

- idban(b)GW .

1
The functions a,(b) are strictly positive and have the definition
n

da, 6(1 = Y 2)d(b— ) a?) . (I11.17)

i=1 j=1

a,(b) = | dz; ...
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The functions az(b) and a4(b) are evaluated analytically in appendix 1. Due to the
geometry of the higher-dimensional sphere, the functions a,(b) are non-zero only in the
interval (£,1). We compute the real-time functions by Fourier transformation

r ) a . ]
F(t)n = de e’Ltean(e) = db n\ J de eltean<€>€n_1e_b5
_‘Joo n \/71—7 Ea

1
_ (g (®) AN
_ddb\/bwﬁ(_zﬁt) e

1/n

This technique enables us to analytically compute the time integrations in some cases.
An example will be given in subsection d).

Now, we have access to all the J;(e) and J;(e) for our numerical evaluation. In
the next subsections c) to f), we will compute the transients for the expectation values
of double occupation, kinetic energy and mode occupation numbers. The procedure
works as following: We insert J,(¢) and J;(¢) from this subsection into equation (IT1.15)
or (II1.16) and perform the integration over e analytically or numerically.

c¢) Nonequilibrium crossing points

We compute the dynamics of a time-dependent first-order observable. We start from
initial states of varying interaction strength gy, and ramp to a fixed final interaction
strength g;. We compare the dynamic with respect to the various initial states. Equation
(II1.15) predicts for interaction ramps and in particular quenches that the time-dependent
expectation value is computed as the adiabatic term plus the dynamical term with
respect to the noninteracting state,

(A= (Ao + oA AL + (91— g0) DAL (1) +O(g?)
We assume the existence of times t* at which
AALY = AAD (1) . (I11.18)
Then equation (I11.15) is independent of g
(A = (Do + 0047 +0(g)

Therefore, any two lines of (A), with identical g; and different g, cross at time ¢* and
we call it nonequilibrium crossing point. We emphasize that t* strongly depends on
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the chosen observable 121, ramp function f(¢) and the model under investigation. No
finite time t* may exist or several such times. One particular solution for ¢* is the
long-time limit because of equation (II1.9). Hence, the crossing point has the value of
the prethermalization plateau. If perturbation theory is applicable, then crossing points
are predicted for every quench or ramp with fixed final interaction strength. Thus,
crossing points are a very general nonequilibrium phenomenon.

We were informed by F. Maislinger and H. G. Evertz that they had observed an crossing
point in the double occupation for different Hubbard interaction quenches in infinite
dimensions.?” In their nonequilibrium DMFT calculations, the lines of <l§>t cross at
time t ~ 0.5 for fixed U; and variable Uy and a semielliptical d.o.s. with bandwidth 4.
We now show that our perturbative method explains the origin of this crossing point
and compare the nonequilibrium DMFT data of the reference?” with our method. First,
we apply the first-order formula (II1.15) to the quench with f(¢ > 0) = 1. Second, we
insert the half-filled Hubbard model in infinite spatial dimensions and evaluate the
perturbative expression,

1
Dy =7+ UpADSY + (U, — Ug) ADY (1) + O(U?) (111.19)

t
ADY(t) = de 2R {iF(r)'} , ADY) = ADY(x0)

0

with F(t) given in table 3. Examples are depicted in figure 27 for various d.o.s. with
bandwidth W = 4. In all cases, we observe at least one crossing point at a finite time
t*, and the values are listed in table 4. Moreover, we obtain similar values for ¢ and
ADW (o) for all tested d.o.s., thus this point is an almost universal feature comparable
to the high-temperate crossing point of the specific heat in the Hubbard model.%

d.o.s. H constant ‘ semielliptic ‘ Gaussian ‘ square lattice
7 0.438075 | 0.526404 0.59826 0.589538
3 1.32381 1.64790

ADS) (o0) | -0.034831 | -0.0417323 | -0.0466286 | -0.0463528

Table 4: Perturbative crossing-point values for the double occupation

The plot in the right upper corner of figure 27 corresponds to the DMFT calculations.
Our results describe one crossing point at ¢* ~ 0.53 and a second one at t* ~ 1.65. The
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p(€)=0(2-|€l)/4 o pe)=N1-€%4/m
;
apt (1) ADY ()
L L t \\\\\\\\\\\\\\\\\\\\ t
1 2 3 4 ; 1 2 3 4
-0.01F -0.01 a
5 ~0.02F
-0.02f :
F -0.03F
-0.03F F
: -0.04 | -
~0.04F :
i -0.05
-0.05 ~006F
__-05¢
1 pley=e """ IN2m p(€)=K(1-€74)/m?
AD( )qu(t) AD“)qu(t)
““““““““““ i 1 ‘ .
F 1 2 3 4 1 2 3 4
-0.01F -0.01F
-002¢ -0.02F
-0.03} _0.03}
-0.04f 004t
-0.05 ~0.05F
-0.06 g 008t
-0.07¢t ;

Figure 27: Perturbation theory for constant, semielliptic, Gaussian and square lattice
d.o.s.

error of the perturbation theory is O(U2) at t = 0, and it further grows in time with
O((Uy —Uy)*t?). Therefore, large enough times becomes inaccessible in this method even
for very weak quenches. Hence, we expect a significantly larger error at time t* ~ 1.65
than at t* ~ 0.53.

We compare the results of DMFT and the perturbation theory in figure 28. Initially, the
difference is minimal (U < 2) and increases with time as expected. The error remains
small for small U; ~ 0.5 in the depicted times. The error increases at a much greater
rate for larger U;. The perturbation theory is in good agreement with the numerical
data for times ¢t < 0.5 and thus explains the first observed crossing point. The right
column of figure 28 shows close-up views of the crossing regions. The DMFT lines
lie further to the right than the corresponding perturbative lines. Hence, the DMFT
crossing region is shifted slightly to later times compared to the narrow crossing point

93



III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

U4=0.5 U=0.5
D(t)
0.234F
0.232
— U=0 230
U=l g
— Up=2
0.226
0.224
0.222
‘ ‘ ‘ ‘ ‘ 4
0.51 0.52 0.53 0.54 0.55
Uq=1
D(t)
0.212¢
0211}
— Up=0 0210 U0
— Up=0.5 0.209 — Uy=0.5
— W2 9208 — b=
0207}
0.206
‘ ‘ g
0.52 0.53 0.54 0.55
— Up=0 — Up=0
— Up=05 — Up=05
— Up=1 — Up=1
— Up=2 — Up=
— Up=0 — Up=0
— Up=0.5 — Up=0.5
— Up=1 — Up=1
0.05F
L L L L L L t L L h2 S L T~ t
0.5 1.0 1.5 2.0 25 3.0 0.52 0.54 0.56 0.58 0.60

Figure 28: Double occupation after an interaction quench from Uy to U;. Solid lines:
nonequilibrium DMFT data.?” Dashed lines: perturbative results from equation (II1.19)
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of perturbation theory at t* = 0.526404.

A close-up view of the second crossing point at t* ~ 1.65 is shown in figure 29. The
perturbative prediction is in good agreement for U; = 0.5, but not for U; = 1 in
which case the crossing region occurs at t ~ 1.75. This is significantly later than the
perturbative value t* = 1.64790. The crossing region’s time window increases in the
Uy = 0.5 case from a sharp At* ~ 0.546 — 0.530 = 0.016 around the first crossing point
to a broader At* ~ 1.69 — 1.61 = 0.08 around the second one. The broadening indicates
a stronger deviation from perturbation theory. The deviation induces a breakdown of
the second crossing region for U; > 1 as neighboring lines do not intersect with each
other, e.g., the lines of Uy = 0 and Uy = 0.5 for U; = 1 in figure 29.

U.=0.5 Uy=1

— U,=0
Up=05
— Up=2

I I I I It . . I I I ot
1.65 1.70 1.75 1.80 1.85 1.65 1.70 1.75 1.80 1.85

Figure 29: Close-up view on second crossing point. Solid lines: nonequilibrium DMFT
data.”” Dashed lines: perturbative results from equation (I11.19)

To analyze these crossing points systematically we now ask, which d.o.s. induces a
second crossing point within our method. We use the parameterized symmetric d.o.s.
from reference® for this investigation,

)

More spectral density is distributed at the center of the band for small n, and increasing
n distributes it more evenly, as seen on the left side of figure 30. The corresponding
J p(€) are depicted on the right side of figure 30. Their peaks grow and shift to smaller
¢ for smaller n.

pnl€) = n;;l <1 - )%

The time evolution in figure 31 exhibit no second crossing point for n = 1 and it emerges
for n > 2. The crossing times are listed in table 5, and they shift to earlier times with
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0.5 ay(€)
0.025]
04r — n=1
, 0020f — n=1
n=
ﬁ% n=2
— n=3 L
0.015 o he3
r — n=5
02 0010 — n=5
—— N=co
e [1=00
0.1 0005
€ -1 €
2 -1 1 2 2 4 6 8

Figure 30: Parameterized d.o.s. (left) and corresponding ay(e) = Jp(e€) (right)

increasing n, which makes them sharper in nonperturbative calculations. We found
three d.o.s. - triangle (n = 1), Gaussian, and square lattice - with a single crossing
point: Their common feature is a more pronounced density peak. The flatter densities
exhibit a second crossing point. Therefore, the existence of a second crossing point is a
criterion for whether a d.o.s. is mostly flat or peaked. We note that similar conclusions
can be drawn from the crossing point in the local spectral function as it reveals details
of the noninteracting d.o.s. at its band edges.”

1
D" (1) a0
- -0.03 : : : 't
1 2 3 4 5 2.0 25 3.0
— n=1 — n=1
-0.02 | -0.04 -
n=2 n=2
— n=3 — n=3
-0.04 - -0.05 j
-~ n=5 —— n=5
== N=oco0 = N=00
i \/ oo
-0.08 - -0.07 -

Figure 31: Perturbation theory for p,(¢) with close-up view (right) and long-time limit
as dotted lines

In summary, perturbation theory predicts crossing points for first-order observables
and different initial but fixed final Hamiltonian. The comparison with nonequilibrium
DMFT shows that earlier crossing times t* and weaker interactions U; increase the
sharpness of the crossing region. The deviation from perturbation theory shifts and
broadens the crossing regions. Crossing points are called isosbestic points and are a
generic feature if a linear approximation is applicable.!%
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no o1 2 ) 3 | 5 | =
r 0.700995 | 0.603257 | 0.558392 | 0.51504 | 0.438075
5 196021 | 175271 | 1.58609 | 1.32381

AD) (0) || -0.0551087 | -0.0477122 | -0.044257 | -0.0409581 | -0.034831

Table 5: Perturbative crossing-point values for the double occupation and p,,(€)

d) Relaxation after interaction quenches

In this subsection, we apply our method to the occupation numbers after the quench in
the Hubbard model in infinite spatial dimensions. We discuss general features and show
one explicit example in figures 32. In infinite dimensions, the occupation probability
(Mg )1 depends only on the energy €. We thus find the same general behavior of {(fi g )
for all density of states (d.o.s.). In particular, the states below the Fermi surface get
depopulated, and the states above it are filled, while the total number of particles is
conserved. The increase or decrease is not monotonous but is overlayed with oscillations.
The dynamics are more pronounced for the states closer to the Fermi surface and less
for the states towards the band edges.

Figure 32: Quench from Uy = 1 to U; = 1.5 with semielliptic d.o.s. within our method
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Next, we investigate the relaxation behavior to the plateau value. We restrict our
investigation to quenches. There the mix-term becomes equal to the ramp-term for
second-order observables and we label it quench-term,

ft>0) = 1= Aa (1) = Aa, (1) = Aa (1) .

It is thus sufficient to study the relaxation to the prethermalization plateau for this
quench-term. First, we evaluate the general form and obtain three contributions,

o0 t t1
Aal)(t) = fde Jd(e)fdt1 J dty !+ =1)
—00 0 0
0+id »
1—e it
= de Ja +— .
f € Jale) ( €2 e>
—00+14d

The last term is linear in time ¢ but it vanishes due to J;(e) = Jz(—¢) and J3(e = 0) =0,

1 — cos(et)

€2

e}
Aa((ﬁl) (t) = J de Ja(e)

—00
The linear term can survive for periodically driven systems. The first term is time-
independent and gives the plateau value. The cosine function describes oscillations,
which are averaged out in the long-time limit. In figure 33, we display one numerical
example for the jump at the Fermi energy. A close-up view on the plateau value reveals
smaller damped oscillations. Next, we derive the long-time relaxations, and it governs
these smaller oscillations. The long-time behavior of our observables is determined by
the functions F*(t). For a finite bandwidth, we partially integrate them to expand in

powers of inverse time ¢!,

€F

F0 = | paloede

€min

B e—itepa(e) €max e—it6p;(€) €max L
_[ — ]EF —[ Cit)? . +O(t™7) .

The expansion for F (t) works analogously. When we evaluate an occupation number,
we integrate a product of three functions of type F*(¢) over time t. The integration
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Figure 33: Closeup view on damped oscillations in the discontinuity of the Fermi surface
after an interaction quench with constant d.o.s.

does not alter the power law t~2 as it is multiplied by an oscillatory function. Thus,
our occupation numbers relax with =3 or faster. The discontinuity at the Fermi surface
can relax with t=2 as oscillation frequencies cancel each other out. We evaluate the
long-time behavior of the discontinuity at the Fermi surface and the kinetic energy for
the semielliptic d.o.s.,

2923 cos(t + )

An@(t) — AnP () +0(t™),

£7/2705/2
BE1) ~ BE(%) = o sint = 25+ 0(77)
and the constant d.o.s.,
An®(8) — An®(o0) = ~ 3sin(t) — %siggt) + & sin(3t) Lo
E&(t) B Ef(i)l(oo) _ 4cos(t) — 3 cos(2t) ;}icos(?)t) — 1 cos(4t) o) |

The semielliptic d.o.s. relaxes faster because its d.o.s. vanishes at the band edges. The
noninteger power law stems from the infinite derivative at the band edges. We compute
an envelope function from our large-time expansion, and it encloses the oscillations
perfectly on intermediate times, as seen in figure 34. This method of computing the
relaxation behavior can be applied analogously to ramps. We expect the same power-law
decay as for the quench but with altered oscillations and amplitude.

The relaxation of the double occupation is exactly the negative of the kinetic en-
ergy due to energy conservation. The double occupation oscillates around its plateau
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Figure 34: Enveloping the long-time behavior after an interaction quench with semielliptic
(right) or constant (left) d.o.s.

value for the constant and semielliptic d.o.s.. Thus our method predicts infinitely many
crossing points with AD®M (1*) = AD;? for these two d.o.s..

E.
An(z)(t) kin' ()
L L Il t
2 4 6 8 10
: 0.08 -
=011
0.06 -
-02f
0.04 -
-0.3
0.02 -
-0.41
“““““““““““““““ t
2 4 6 8 10

Figure 35: Fermi gap (left) and kinetic energy (right) after an interaction quench for
the Gaussian d.o.s.

For the Gaussian d.o.s., we can compute the two main observables analytically and
obtain for the quench,

1

An@(t) = f dbas(b)2

2% + (£ — 2b)e~

4/ 305

t2
e w — 1 E(2)

. EC© 111.20
7'('\/5 kin ( )

(t) = Jl dbay(b)

=
=

One feature is that the discontinuity at the Fermi surface is a strictly decreasing function.
The two functions are plotted in figure 35. They decrease Gaussian for large times and
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3 INTERACTION QUENCHES, RAMPS AND PERIODIC DRIVES

thus much faster than for a d.o.s. with finite bandwidth. Moreover, this Gaussian decay
causes a much smoother dynamic than the power-law decay for a d.o.s. with finite
bandwidth.

In conclusion, we predict relaxation to the prethermal plateau in two stages. First, the
large initial oscillations quickly relax, and then small oscillations prevail on intermediate
times as they are weakly damped for certain d.o.s.. For example the Gaussian d.o.s.
does not exhibit this second stage of relaxation.

e) Ramps: Crossover from quench to adiabatic regime

In this subsection, we examine interaction ramps during a finite time interval 7. They
thus lie in between the adiabatic ramp and the quench. There will be initial oscilla-
tions comparable to the quench for short ramping times, but the observables change
monotonously if the ramping times are long enough. The example in figure 36 exhibits
no oscillations as the ramping is slow, 7' = 10.

Figure 36: Linear ramp from Uy = 1 to U; = 1.5 over T' = 10 with square lattice d.o.s.
within our method

The main objective of this subsection is to compare of the plateau values after various
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

ramps for second-order observables. The plateau value after the quench is exactly twice
the value of the adiabatic ramp™8%% for all second-order observables. Therefore, we
expect that the plateau values lie in between for all finite ramps. By contrast, the plateau
value of the first-order observables is independent of ramping function and ramping time.

The ramping functions start at ¢ = 0 with f(0) = 0 and stop at t = T with f(t > T) = 1.
We consider a class of smooth activation functions S, (x) for our ramping protocol. They
are widely used in programming!?* 1% for small n. They have the definition!®®

Su(r) =2 Y (” * m> (2" * 1) (—2)™ . (IT1.21)

m n—m
m=0

They are the Hermite interpolation between the points (0,0) and (1, 1) with vanishing
first n — 1 derivatives at both points. Our ramping functions are displayed in figure 37
and defined as

0 for t<0
fa) =1 Su(%) for 0 <t<T . (I11.22)
1 for T <t

The plateau values are computed from the J;(€) and the specific ramping protocol f(t).

f(t)

1.0}
0.8} — n=0
— n=1

0.6/
n=2
0.4f n=3
— n=4

0.2}

L L L Il L L L Il L L L Il L L L Il L L t/T
0.2 0.4 0.6 0.8 1.0

Figure 37: Ramping functions from equations (II1.21) and (II1.22)
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First, we evaluate the general time evolution for the ramping protocol f(t). Next, we
take the long-time average,

T

Aa'? (t - o0) = lim at — Aal) (t) = dej&(e) Pramp(€)
T

ram ram
p e p

0

T—00
0

T T1
Pramp(€) = lim d (Jdﬁ JdTQ f(m2) cos((m1 — m2)€)
T
0

t T t 1
+ Jdﬁ Jdﬁ f(7m2) cos((m1 — 2)e€) + fdﬁ JdTQ cos((m — 7'2)6)) )
T 0 T T

For the quench (hqu(€) = %) and the adiabatic switching (haq(€) = 55), the functions
Pramp(€) are known. For the linear ramp, we have,

1 1—cos(Te)

a e with f(t) = folt) .

hlin. ramp (6) =

In the limits T" — 0 and T" — oo, thus gives the correct functions for quench and adiabatic
switching. The prethermalization plateau values for kinetic energy and discontinuity at
the Fermi surface are depicted in figure 38. We computed the values for various ramps
and observe the monotonic decrease from the quench to the adiabatic case. Generally, the
kinetic energy approaches the adiabatic limit faster than the discontinuity. Surprisingly,
the adiabatic limit is reached at later times for smoother ramps. Our explanation for
this phenomenon is that increasing smoothness n results in a higher peak slope of the
ramping functions. A higher slope corresponds to a more abrupt procedure, which
brings us closer to the quench.

The behavior for the occupation numbers is shown in figure 39. The states closer to

the Fermi surface are more strongly affected than the states towards the band edges. A
smoother ramp leads to reaching the adiabatic limit at longer ramping times. Up to
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Figure 38: Prethermalization plateau of kinetic energy (bottom) and discontinuity at ep

(top)

now, we have investigated the ramp term. Next, we take the mixing term into account
for initially interacting states. Its general value is computed as

Aa@)

mix

T 1

0 0
t T

(t>T)= f deJ@(e)(Jdﬁ fd@ () cos((r1 — T)e)

t T1

+ f dn f drs f(72) cos((T1 — To)e) + fdn f dry cos((1 — Tg)e)>

T 0

=AaQ)(t—T) + fdeJa(E) fdﬁ f(7)

T

0

T T

sin((t — 7o)€) ’

€

When we take the long-time average, only the quench term remains
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Figure 39: Prethermalization plateau for various occupation numbers above ep

Thus, the long-time limit of the mixing term is independent of the ramping protocol.
This is a feature of a first-order observable. For the quench, the mixing and ramp term
are identical and have the same long-time limit. Furthermore, we expect the same value
for adiabatically ramping directly to gy + Ag and ramping adiabatically there in two
steps. For a two-step adiabatic ramp, we have proven that

a mix ramp

(g0 + Ag)*Aa?) = A + goAg Aal) (20) +(Ag)? Aa®), () .
:2Aaz(jj) :Aa(i)

In summary, ramps fall in between quench and adiabatic value.®* Some observables, i.e.,
kinetic energy, converge faster to the adiabatic limit than others, i.e., the discontinuity
at the Fermi surface. The deviation from the prethermal plateau to the ground state is
not affected by initial interactions.

f) Periodically driven system

Periodic, high-frequency driving can engineer interesting effective Hamiltonians which are
very distinct from their equilibrium counterparts.!%® This new line of research is termed
“Floquet engineering” and has motivated new interest in periodically driven systems.
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

Here, we investigate a periodically driven interaction f(¢) = (1 — cos(wt))/2 with our
method. This scenario was computed at stroboscopic times with Floquet analysis and
the quench equations by reference.®® Within our framework, it is straightforward to
evaluate it at arbitrary times.

Figure 40: Periodic drive between Uy = 1 and U; = 1.5 with 7' =5, w = 2% and constant
d.o.s. within our method

An example is depicted in figure 40. We observe the driving frequency in the time-
dependent occupation probabilities. The Fermi gap shrinks further after each period in
this example. We deduce this behavior by evaluating the general form of the ramp term,

o] t -
Aal) (1) = J de J&(G)Jdﬁl — CO2S(WT1) Jde 1— COZS(WTQ)GZ.(€+1.6)(T1_T2) |
e ) )
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We perform the time integration analytically and obtain

00+1d 5 A 5 9 o 4 4 00+10 (3 9 5 2)

— + 4w 1t (3¢ — 2w
Aa® t_—fde € it fdJa 5
aramp( ) € (6) 16 (63 € 2)2 + € (6) Re (62 wg)

—00+10 —00+140

- <Cos(wt) - w> OT& e Ja(€)

€2 — 4w?

—00+140
00+1d

B de Ji(e) isin(wt) (262 — w?) _esin(2wi)
]I few(@ — w?) 1662w — 16w

—00+140
00+1d

- ( de Ja(e)

J
—00+140

w?e' (€2 cos(tw) — €2 — jew sin(tw) + w?)

4 (3 — ew?)?

2

The last term vanishes in the long-time limit due to the factor *, while the other terms
prevail for large times. The first term gives a plateau, the second term is linear, and the
remaining terms cause oscillations with frequency w or 2w.

We evaluate the linear-in-time term by replacing the integration above the real axis by
a delta function plus a principal value integral,

fﬁl f@) ﬂ®+PTdm§Q
s e

Due to the symmetry J;(€) = J;(—e¢), the principal value integral results in zero and only
the delta terms contribute. As for the quench, we have J;(e = 0) = 0 and J;(e) = J3(—¢),
thus the linear term gives

00+1d
it (3¢ —2w?)  trJa(w)

| e S@—a?) 8

—00+19
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For the sine term we also find that the delta function contributes and that the principal
value integral vanishes. The simplified expression is then

Aa® (1) TJa(w) (E B sin(wt) N sin(2wt)>

ramp 2 W 4w

4

€2 — w?) 4e2 (&2 — u?) 1
—o0
a0
_ f de J (e) w? cos(et) (¢” cos(tw) — € + w2)2—|— w?esin(et) sin(tw) ‘
4(e3 — ew?)
—0o0

We recover the result from reference,® when we insert the stroboscopic times t,, = 272

w
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Figure 41: Energy increases due to periodic driving for various d.o.s.

b Ja(w) w (1 — cos(ety,))
s a0t T

Aa? (tm) =

ramp
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Next, we analyze the linear term as it heats the system. The growth rate of the linear-in-
time term is §.J;(w). We choose the kinetic energy as an observable because it captures
the essential energy increase. The double occupation contributes to the energy as well,
but it does not have a linear term. Only if the linear term vanishes for all occupation
numbers, then it vanishes for the kinetic energy as well. We observe the linear growth
for w < 2W = 4 for all d.o.s. in figure 41. The Gaussian d.o.s. does not have finite
bandwidth, and thus it exhibits linear growth for any driving frequency. The heating
rate strongly depends on the frequency, and we depict the corresponding Jy (w) in
figure 42. Each Jy (€) peaks at the value w*, which is determined by

JH,(€)

0.08 -
0.06 i — const

[ semiell.
004k square

— Gauss
0.02 -
€

Figure 42: Term responsible for linear heating

J g, (w)

£y =0 and Jy ()= |w|as(lw]) .

wsk

The peak values are listed in table 6. The peak appears around w* ~ W = 2 for all

d.o.s. constant semielliptic ‘ Gaussian ‘ square lattice
2.16908 1.84212 2.37397 1.80793
0.0868304 | 0.0799781 | 0.0649045 0.0688302

Table 6: Optimal heating frequency for various d.o.s.

example d.o.s.. Hence, we conclude that driving with w ~ W will always lead to rapid
heating independent of the specific d.o.s..
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The linear term for the occupation numbers stems from J,, (w) = sgn(ex)as(w — |ex|) and
the function ajs(e) is finite in the interval (0,3W/2). Therefore, we have four different
regimes for the linear terms of the occupation numbers. First, all linear term vanishes
for fast driving with w > 2W. Second, states at the band edges with |ex| > w — 3W /2
show linear growth for 2IWW > w > 3W /2. An example is depicted on the left side of
figure 43. The growth rate increases closer to the band edges. Third, all occupation
numbers are linear for 3 > w > W /2. Fourth, states towards the Fermi surface with
lex| < w are linear for slow driving W/2 > w > 0. An example is depicted on the right
side of the figure 43, where the growth rate increase for states closer to the Fermi surface
as the function as(€) is monotonously increasing in the interval (0, W /2).

const. d.o.s. with w=3.5 const. d.o.s. with w=0.5

Aneram®(t)  eeon
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Figure 43: Ramp term of occupation numbers for periodic driving

If we start from an interacting state, then the mixing term contributes as well,

6] t T
1 - .y
A erH)X(t) - f de ‘]@(6) JdTl JdTQ Me’(ﬂ‘ﬁ)(ﬁ—m)
—0
0414 0+ 048

- J e JSS)JF J dﬁJa(e);l— J deJ&(E)iESin(tW>+wcos(tw)

€ 2w (€2 — w?)
—00+1i6 —00+1i6 —00+1i6
0419 4o 9
e w
+ f de J@(e)—Q62 @)
—00+1id

7Ja(w) sin(tw) r 1 cos(tw) cos(te)w?
T 2w - fdGJa<€) (ﬁ_ 2(e2 —w?) "o (62—w2)> '
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The linear contribution of the mixing term vanishes, and the plateau term is independent
of the driving frequency. Thus, initial interactions do not affect the linear heating.
However, the plateau value and the oscillations are altered by initial interactions.

const. d.o.s. with w=3.5 const. d.o.s. with w=0.5
Anenix(t)

0.12f
010} f
008l |
006

0.04f ||
0.02f

Figure 44: Mixing term of occupation numbers for periodic driving
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-0.08}

-0.10
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Figure 45: Double occupation change due to periodic driving for various d.o.s.

The mixing term rapidly relaxes to steady oscillations around a plateau value in figure
44. The ramp term for the occupation numbers with € > 0 is always positive, but the
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mixing term can be negative. The occupation numbers are restricted to non-negative
values and therefore the second-order corrections obey the inequality,
2 2
FPAnD(t) = ggAnégd + gOAgAnéILix(t) + AgQAngr)amp(t) >0 for e>0.
The double occupation oscillates around a constant value, as seen in figure 45. This
value is independent of the driving frequency w and corresponds to a ramp to the mean
interaction strength. Thus, the mixing term and the first-order observable have similar

qualitative behavior. This indicates that the mixing term is similar to a first-order
observable.

In conclusion, the linear heating® is not affected by initial interactions or the double

occupation. Furthermore, our method reveals more details of the dynamic as it is not
restricted to stroboscopic times.
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4 Photoinduced prethermalization

In the previous section, the dynamics were induced by a time-dependent interaction.
Here, the interaction remains constant, but the hopping Hamiltonian become time-
dependent. This is a new class of problem, and in particular, the weakly interacting
system will be hit by a short homogeneous electric field pulse.

As the noninteracting Hamiltonian commutes with itself at different times, the oc-
cupation numbers are time-independent in the absence of interactions. Observables such
as kinetic energy and current thus have trivial dynamics in this case. The prethermal-
ization dynamics are therefore generated due to the time-independent interactions, and
we compute them by applying equations (II1.5) and (IIL.7).

Our perturbative method operates on the time scale of the inverse hopping ampli-
tude. Consequently, we can compute the prethermalization regime if the end of the
pulse lies within this time window. However, the pulse must not extend into the ther-
malization time scale, determined by inverse interaction strength. The derivation of the
thermalization time scale is discussed in the outlook subsection 6.a). Some tools from
the previous sections are not applicable here, making the evaluation more tedious. Some
results will be quite technical and specific to the chosen model. Our main goal is to
show that an electric field pulse will generate a prethermal state in a weakly interacting
system and to characterize this state.

This section is structured as follows. First, we evaluate equations (IIL.5) and (IIL.7)
with time-dependent single-particle energies. Second, we describe a homogeneous time-
dependent tight-binding Hamiltonian, using the We achieve this by applying the Peierls
substitution. Third, we evaluate the expectation values for the Hubbard model with
infinite dimensions. We present all resulting terms explicitly for this model and com-
pute the resulting values for two shapes of pulses. We will find that observables are
linear or quadratic in electric field strength. We will also observe that the prethermal
plateau is linear in pulse duration. We find that it is necessary to expand at least to
second order in interaction and electric field strength to capture the prethermal state.
Linear response theory always predicts a return to the initial state. Here, we compute
the conductivity in linear response theory, which relates the external to the internal
electric field.'°” Next, we evaluate the change in conductivity after a pump pulse. Our
method predicts the same conductivity for the prethermal plateau as in a thermal state
with the corresponding energy. Therefore, a probe pulse with a momentum resolution
would be needed to observe the prethermal state. Finally, the prethermal momentum
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

distribution turns out to be well approximated by a universal scaling law for long pulses.
We propose pumping near the Drude peak frequency to generate a pronounced and
long-lived nonthermal state.

a) Hamiltonian with homogeneous electric field

Here, we introduce our effective Hamiltonian in order to evaluate equations (II1.5) and
(IT1.7) in the next subsection. As in section 3, we switch on the interactions adiabatically
to generate the interacting state. Our auxiliary time-dependent Hamiltonian consists
out of three contributions. The first is the noninteracting time-independent hopping
Hamiltonian H,. The second is the change in the hopping Hamiltonian caused by the
electric field §Hy(t), which vanishes before and after the pulse. The last part is the
adiabatically ramped interaction, which generates the initially interacting state,
H(t) = Hy+ 0Ho(t) + g f()V  with  f(¢) = e for t <0
ST oS T "1 for £20
with 6 — 0%. Our auxiliary initial state is a noninteracting eigenstate

W(t = —0)) = |Wy) with (1310 + 5ﬁ0(t)) (W) = Eo(t)| o) . (I11.23)

The electric field is homogeneous. Therefore, the Hamiltonian Hy+ (5[%(75) is transitional
invariant during the pulse, and the initial state stays an eigenstate. It will be the Fermi
sea for the explicit computation as in the previous section. Furthermore, the hopping
Hamiltonian commutes with itself at different times,

[ﬁo + 6Hy(t), Hy + 51?0@’)] ~0. (I11.24)
The assumption in equation (II1.24) is valid if the electric field acts uniformly. This
allows us to apply equation (II1.5) and the time ordering in Uy(t) can be omitted,

t1 Atl
. —i § A7 Em (1)

Up(ty, ty) = Ts exp{ — zde Hy + 51110(7)} =D T X Tple

to

Here, {|¥,,)} are the eigenstates of Hy. The technical difference compared to section 3
is that the noninteracting eigenenergies are now time-dependent.
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b) General method

Next, we insert our auxiliary Hamiltonian into equations (IIL.5) and (IIL.7). We insert
the eigenbasis {|¥,,»} of Hy and separate the expectation value into a time-independent
contribution and a time-dependent contribution ¢4 (t). The next step is to bring these
cp,(fl)( t) into a usable form for the three regimes: adiabatic ramp, during and after the
pulse. The procedure is similar to section 3. However, we cannot use the J;(e) and

J i (€) because this requires time-independent eigenenergies E,,.

We compute the second-order observables with equation (I11.5),

(b = (6% + 62 J dt, f tol| B 1(12). [ 11 0). ] oo +0(6")

—00
- _

o (t)

We insert the operator Hy ;(t) = f(t)V;(t) and rewrite the expectation value as

(Vatea), [Vt a] o
— (VU (t1,t2) [V ]Uo t1,ta) Yo — (U (t1, ty) [V ]U (t1, t2)V o
— (VU (t1, 1) [ ]UO t, )50 — (VUL (81, £2) [ ] ot 1a))
— 92Re {<VU0 (t1, 2) [v, a] Uo(tl,t2)>0}

zSdTAEm( )

— Z et Vom|” Ady, + c.c. . (II1.25)

Let us abbreviate the differences of eigenenergies AE,, (1) = E,,(7) — Eo(7) and eigen-

values Ady, = am — ao. We identify then the time-dependent contributions ol (t)
in

t1

3 S dr AEn, (1)
Aa®(t) = [Vom|* Adp, f dt, J dta f(t1) f(t2)e * +ec . (II1.26)
:@§>(t>
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We proceed as for the first-order observables and apply equation (I11.7),
t

A = (Wn + g1 |t [ Fratt). Ar(6) oo +0(6")

0

- _
~~

—AAM) (1)

Next, we rewrite the expectation value,

i<[V1(t1>,AI<t)]>o — (VUL (t, 1) AU (t, 1) o — /UL (¢, 1) AU (£, 1)V g

— (VU (t, 1) AUy (t, 1) o — VUL (t, 1) AU (8, 1) )i
= 2Re {i<‘7Uo( AU (t, t1)>0}

i S dr AEn (T
— Zze a VOmAmO +ce. (I11.27)

and identify the time-dependent term gpﬁn (t) for the first-order observables,

t t
i § dr AEm(7)

AAD (¢ ZVOm mo f dtyif(t)e +c.c. . (111.28)

—00
- _

—vﬁi)( t)

We then convert the convolutions in ¢4 (¢) and ¢4 (t) from equations (II1.28) and
(IT1.26) into usable forms. We distinguish three regimes: adiabatic ramp, during and
after the pulse.

Adiabatic ramp

The adiabatic ramp gives the same contributions as the time-independent Rayleigh-
Schrodinger perturbation theory,%* %

0

. , o —1
(,07(.2) (t = O) =1 f dtl f(tl)eZtlAEm u A—En s (11129)
SOt =0) =2 J dt, f Aty F(0) (1) cos (0 — ) AB,) =8 o (1T130)

—00

We already encountered this in section 3.
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During the pulse

The noninteracting energies become time-dependent during the electric field pulse,
t > 0. We separate the time-dependent contribution dE,,(t) form the time-independent
difference, AE,,(t) = AE,, + dE,(t) with AE,,(t < 0) = AE,,. We transform the
expressions of o) (t) and oD (t) into two parts. The first gives the contribution of
the adiabatic ramp and the second captures the field excitations. For the first-order
observables, we split the time integration at the end of the ramp (¢ = 0)

t t
GVt =i [ dty flt)e 3B exp (4 J A70 B, (7)

—0 t1
0 t t

= [‘ dty f(t;)et-t)AEm —i—ijdtl lt=t)AEm oxp inTéEm(T)

—o0 0 t1

The first term, we evaluate in the adiabatic limit and represent it as a time-independent
value plus an integral,

A N> !
- A | .
| dty f(ty)eltmtAER 229 —° - _i | ageit-taEL
@J 1 f(t)e N IN» { 1€
—0 0

Consequently, we have separated 9093 (t) into an time-independent and time-dependent
contribution,

t t

-1 .
o () = xp— +i J dty e "AEm | exp inT§Em(T) —1] . (111.31)

t1

If there is no field, we have §F,,(t) = 0, and only the term from the adiabatic switching
survives. This behavior is expected because the instantaneous state is an exact eigenstate
of our Hamiltonian,®¢®® and the observables are constant in time. The evaluation is more
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advanced for the second-order observables with two time convolutions. We compute the
ramp for t5 < t; < 0 and obtain

t1

oD (1) = 2R f dt, j dts f(t1) f(ts)exp <z J dt' (AE,, + (SEm(t’)))

—00 to
t1

t
Azz + 2R f dt; exp (z fdt’ (AE,, + 6Em(t’))>
" 0

0

t1 to 0

x { f dts exp( g f dt' (AE,, + (5Em(t’))> n f dts f(tg)eiAEth} .

0 0 —0
Next, we apply partial integration on the term in the curly braces,

t1 to t1

fdtz exp( i f dt' (AE,, + (5Em(t’))> Bl AJZEm [exp( i f dt' (AE,, + (5Em(t’))> 1

—

t1

+i J dts (5Em(t2)exp< g jfdt’ (AE,, + 5Em(t’))>] .

0

The first term does not contribute as it is fully imaginary when multiplied by the factor
in front of the braces. The second term cancels out with

0
J dty f(ty)eBmt 22

—00

?
AE,,
Therefore, solely the third term remains in the final form,

ty

t t1
P2 (t) = Az“? — 2§RJdt1 f dt, exp (z f dt' (AE,, + 6Em(t’))>
" 0 0

to

Em(t2)
o (132
AL (I1.32)

Equation (II1.32) satisfies the check with JE,,(t) = 0 as well. We note that equations
(II1.31) and (II1.32) can be converted into other forms, but the presented forms are best
suited to our scenario.
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After the pulse

The pulse stops at time tg, and dE,,(t > tg,) = 0. The integrand vanishes after the
pulse in equation (I11.31), and we restrict the integration to the pulse duration,
tfin tein
-1 ) )
gOgi) (t) = E + ieZtAEm J dtl e_ltlAEm exXp 1 J dT(SEm(T) —1 . (11133)

0 t1

If we assume that the AFE,, are continuously spread, then the second term vanishes for
large times ¢. Integrating a smooth function in AE,, times e®*F» generally results in
a t~1 decay, which is explained in equation (I1.18). Thus, the interaction energy and
other first-order observables relax to their values prior to the pulse.

Next, we compute the contribution of the second-order observables after the pulse,

P (1) — ol (tan) =

t t1

t 1
= 2R J dt; f dtg exp (zfdt’ (AE, + 5Em(t’))) Mi’%(h)
b m

to

thin

thin tin

t
= 2R J dt el —tan) ALm Jdt2 exp (2 J dt' (AE,, + 5Em(t’)))
t

fin 0 to

OE(t2)
AFE,,

tg tg
1 — oilt—tan) AEm s s

—aplC | atzexp(i [ ar (AE, +38,0)

SE,(t2)
iAE,, )

AFE,

(I11.34)

0 to

The second term of this expression goes to zero for large times due to e®**F»_ Thus, the
prethermalization plateau is computed as the first term plus the value at the end of the
pulse.

In this subsection, we reformulated all terms of interest. They are time-independent if
no electric field is applied. We performed all limits, i.e. § — 0% and ¢;,t; — —oo. In the
next subsection, we construct the explicit time-dependent eigenenergies in our model.

c) Electric field pulse on the hypercubic lattice
Here, we briefly review the formalism used by V. Turkowski and J. K. Freericks!®®

to capture an external electric field by a free Hamiltonian in infinite dimensions. An
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electromagnetic field is described by a scalar potential ®(7,t) and a vector potential
A(r,t),

10A(r,t)

E(r,t) = —-Vo(r,t) p—

Next, the Landau gauge is applied where ®(r,t) = 0 and the electric field is fully
captured by the vector potential. We note that the electric field E(r,t) inside the solid
is not equal to the external excitation field.!%” The Peierls substitution!®® is used to
describe the internal electric field by modifying the hopping amplitudes,

R;

tij — tij exp( — Z% dr - A(T‘, t)) .

R;

The electric field is time-dependent but shall have no spatial dependence. This setup
is called dipole approximation, and it is adequate if the applied field varies slowly on
the atomic scale, which is the case for optical frequencies.!* The electromagnetic field
does not satisfy Maxwell’s equations, which is a drawback of the dipole approximation.
The Peierls substitution requires a slowly varying magnetic field,'1% which is true for
the dipole approximation as the magnetic field vanishes.

We will consider the limit of infinite dimensions, for which the hopping needs to
be scaled as t — t*/4/2d.5" Adding the vector potential to the nearest-neighbor hopping
Hamiltonian in d dimension on the hypercubic lattice gives

d
. . ea t*
Hy+ 6Hy(t) = Y e(k — —A(t))ho, with e(k) = —— > cos(k;) . (IIL35)
o,k hC \/g 7j=1
The current is the main observable and is computed as'*
) 0 (Ho+8Ho(t)) e v
a = = i ka — —Aa t Ag
D) i 2ok = o Aa() ok
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We use the trick from reference'®® to simplify the situation and set the field direction
iney = (1,1,...,1) and ¢ = 1, = 1. Consequently, the time-dependent dispersion
simplifies to

€ + 0eg(t) = e(k — At

au

Z ()
= cos(A(t))eg + sin(A(t))e, with & = —\t/—*a Z sin(k;)

€, quantifies how antiparallel k is to e4, —k-e4 ~ €. The time-dependent Hamiltonian
has the compact form

Ho + §Hy(t) = Hycos(A(t)) + Hosin(A(t)) with Ho = > @i, - (I11.36)

o,k

The noninteracting Hamiltonian Hoy+ 6H, (t) consists of two time-independent operators

]:IO and H, with time-dependent factors. The two main observables, current and kinetic
energy, are computed as

j =G eay = cos(A@)(Hod + sin(A(t))(Ho) . )
Brin = (Hy + 0Hy (1)) = cos(A(t)) Ho)y + sin(A(t)){Ho)y .

For our discussion, we compute the expectation values of Hy and H, as well. This
Hamiltonian concerning contains the essential aspects of a real electric field pulse., but
nevertheless allows us to construct a computational scheme, as discussed in the next
subsection.

d) Hubbard model with infinite spatial dimensions

In the previous subsection, we discussed the details of the hopping Hamiltonian including
the electric field. Here, we explain the computational procedure for the expectation
values of the Hubbard model with infinite spatial dimensions. First, we recall the results
from subsection 3.b) and extend them to the field-pulse in the diagonal direction. Second,
we present all expressions in a list of explicit expressions. Last, we explain a computation
technique, which enables us to extract numerical values from the expressions.

We use the time-dependent Hamiltonian from equation (I11.36) in a Hubbard model with
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time-independent interaction U. The expectation values for the occupation numbers
were derived in subsection 3.b). We replace

tf{() E— Jde{o + 5]:10(7') = Tlﬁo + Tgﬁo s
T = de cos(A(T)), T = de sin(A(71)) ,
EI(Tl,TQ) _ e’i(Tlffo-‘rTzﬁg)De—’i(TlfA{o-‘rTzﬁo) )
This leads to the replacement Ff (R,t) — FF(R, i, 72) for the Hubbard model,

f:k(Ri77—1;7—2) _ e—’i(Ri~k+Tlek+TQEk)<ﬁak>0 ’

foe(Riy 11, 1) = ei(Ri'k+Tlek+72E’“)(1 — (o )0)

F0i<Ri’T1’TQ = ng—k R’MTI)TQ) .

The expectation values are identical to subsection 3.b),

<[D, [[71(71,72),7%1@]_% = 2R Z sfoe(Ri, 11, 12) E7° (R, 11, 2) FA(R;, 1, 7) ,
i,8=% A=+
i<|:ﬁ,ﬁ](71,72)_ O_Q%ZZHF Rl,7—177—2 (RZ,TI,TQ) s
- i A=+
~ ~ N E 0 A A
<[D, [D1(7'1,7'2), 0]_>0 = a—ﬁi<[D,D1(7'177'2)]>0 ,
(B [Drtrr.7. o) o = id[ B Dt ma) o

R, = 0 is the only finite contribution in infinite dimensions,?” and the problem simplifies
to

F:(TlaT%R) s 5R0F (11,72) ,
F (7177’2 JdEJdepe €le ‘H (T1e+T72€) { <naee>0 for + ’

(1 = {Ngee)o) for —
:Z(S € —€;)0(€—€) .
k
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V. Turkowski and J. K. Freericks'®® computed p(e, €) for the tight-binding Hamiltonian.
They used the method developed by Miiller-Hartmann,'''"113 which utilizes the Fourier
transform,

s} [e's)
Jde f dE,O €, 6 ’Lt16+lt26

% f %eit16k+it2€k

|
P
3 ——3

|Q.

BN
o)

a
H~

S

(e}

o

1]
2.
=
+

o~

(V)

.
=
Ny
=

u

27‘[’
t% + t% 3 d d—c0 z%.*.,%
= ]' - + O d_§ — e_T ,
( 4d ( )) -
r d r d 2. .2 _e2_g?
= p(e,E) = ﬁ ﬁe—itle—itQEe_tlth _ e

™ 2T T

o %

We choose the paramagnetic Fermi sea (N k)0 = {Nzk)o = O(er — €;) at half-filling,
er = 0, as auxiliary the initial state. Then, the functions F* (7, 73) become identical,

F(Tl,TQ) = F+(T1,7'2) = Fj(Tl,TQ) = F_(Tl,Tg) = Fg(Tl,Tg)

J —e -Hen J‘ —e +ze7'2

—0

List of explicit expressions

We bow obtain the final expressions that need to be evaluated. We have to sum according
o (II1.26) and (II1.28) with (¥, |D|V,,> = Dy,

DO(t) Z [Dom” 042 (8) + cc. . ng(t Z | Dom* Antgr,me) ()

We insert ¢! () as written in equations (I11.29), (II1.31) and (II1.33). For oD (t), we
use the expressions from (I11.30), (I11.32) and (I11.34). The effect of the electric field is
captured by

OB, (ty) = AE,, (cos(A(ty)) — 1) + AE,, sin(A(ty)) .

Next, we replace the factors AE,, and AE,, with differentiations,

(AEm)nl (AEm)ngeinAEm-i-iTgAEm _ <i) " (i) " eiTlAEm+iT2AEm .

(%71 6@'72
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

We have thus reformulated 905,{) (t) and gog)(t) in terms of M AEm+inAEm and operations
on it, which are independent of m. Thus, we execute the sum over m and insert the
expectation values for the double occupation in infinite dimension,

Z i MAEm AR D012 4 el = i [ﬁ, Di(ri, 7'2)]>0 LR iF (1, )",

m

and the occupation numbers (e; > 0),

= Y emAE AT Dy Angg + . = (| D, [ Dy(r1, 7). ivon | o

m

- —28% ezekﬁJrzekTgF(Tl’ 7_2)3

We use the abbreviations

OE(t3) = (cos(A(ts)) — 1)%;_1 + sin(A(tz))(%iT2 ;
T1(t1,t2) = JdT cos(A(T)) , To(ty,ta) = de sin(A(7)) , (II1.37)

and the results for the double occupation are

—1
DY) = -2 (%) F(r,004 , ADW@E) = DW(t) — DW(0), (II1.38)
t 71=0
ADD(t) 2 2R fdtl F(ri(t, ty), m(t, t)* — F(t —t1,0)* (111.39)
0
tfin
ADW (1) 7L o f dty F(t — tan + 71(tan, t1), T2 (tan, £1))* — F(t — t;,0)* . (I11.40)
0
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We drop the spin index as our system is paramagnetic. The vector k is occurs only in
the two energies ¢, and €. Therefore, we rename (Nyx)r — (Ne, )+ and the resulting
terms above the Fermi surface (¢ > 0) are

o\ % .
n20) =R <a_> M F (7, 0) C A2 = a2 ) —n2(0),  (111.41)
171 =0
t t1
0 o\ ! o
An2 (1) = —Jdtl J dty 2R <—> OE(t)e M e P (7 1) . (111.42)
827—1 71 = 71(t1,t2)
0 0 T2 = T2(t1, t2)
tﬁn a _92
AnD(t) " An (th,) — fdtg 2R (—) (0B (t2)e ™ P (1, 1)
am—l 71 = T1(tfin, t2)
0 T2 = T2(tfin, t2)
tﬁn a )
+ Jdtz 2R (—) 10 (ty)e ™ e F (1, 75)3 . (I11.43)
0iTy 71 =t — tan + 71 (thin, t2)

T2 = TQ(tﬁn: t2)

Below the Fermi surface (€ < 0), the sign of the corrections changes and ¢ is replaced

(2) (t) (2)

by its absolute value, n = —n."_(t), due to particle-hole symmetry at half-filling.

€€
A

The terms for Hy and H, are computed analogously and we replace

o 0 3
ez’r1e+m'geF(7_h 7_2)3 N %},—1(7_17 7_2)4 for H() ,
1

) o 0 -
MR (1 1) — i F(r,m)* for Hy
1Ty

in equations (I11.41), (I11.42) and (I11.43). The next step is to replace

0 ni a n2 ] - 5 ('/3 ni a n2 A
(TLETIT2E | — F I11.44
<8i71 ) ( aiTQ ) ¢ (Th 7—2) and (62’7’1 ) <8i72 ) (7—1 ’ 7_2) ( )

with numerically feasible terms. In our explicit terms, n; and no take the integer values
ni € {—2,—1,0,1} and ny € {0,1,2}. If n; takes positive values, then we only need to
differentiate, but we have to integrate with the appropriate boundary conditions for
negative values. We will avoid the integration with a special computation technique,
which we explain in the following.
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Computation technique for integrations

In equation (II1.44), we have to integrate if n; < —1. Here, we provide a method to
avoid this integration. We apply the transformation

m
m 2,
0 0 — Elel +1€;T1

m _e—e +1€12 « e IS
F(TlaTQ) = f de ﬁ fdel fdemT
0 0

0 ) oo) 0
mT. 1T1€0 —€, Z $2
2 _ 0 l
=e¢ 1 |deg €' lfdxl...fdxmé(l— E x)e 1=t
VT =1
0 0 0 =

Now, we integrate m — 1 times and obtain

P 1-m mT2 le €— beo
(—) F(Tl,TQ = Jvdbjdﬁo (b)
(927'1

||
3
oo
e ., ©
(o}
>
S
<E
%@
VR
SE
co
@
+
~.
-
+
C/
—
[S—
—
N
&5
S~—

We encountered the functions a,(b) in subsection 3.b) and the computation of a3(b) and
a4(b) is done in appendix 1. We are avoiding the integrations because m — 1+ ny; =0
with m € {3,4}. One drawback is that the integration over b has to be done numerically.
The procedure for the occupation numbers away from the Fermi surface works analogously.
There, we also have to integrate over € numerically. The term of interest for € > 0 is

E

oo
iT1E
iT1€ 3 - € —e?—e2—¢2
eME (1, 1)° =e deo dey | dey | desd(eg— € — €1 —€g —€3)e” 17273
€ 0

< < lee beo b
fdeoe fdb i-<pe)
0

€

ﬁ‘ww

%
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The function a3(b) is nonzero only between % and 1, hence we restrict our integration

region. We integrate twice and scale b to obtain

1 0
5 -2 . 3722 € 2 eiTleofbe(z)
(al_ﬁ) ezneF(Tl, 7'2)3 =e 4 Jdb a3<b) deo <1 - g) W . (III46)
1
3

€

We recover the previous result in the limit € — 0. Now, we have covered all aspects of
the numerical procedure. We insert the numerical feasible terms from equations (II1.45)
and (II1.46) into equations (II1.38) to (II1.43). We compute the derivatives with respect
to 7 and 7y analytically. We need to find suitable exact or approximate forms for
T1(t1,t2) and o (t1, ty) depending on A(t). Then, we numerically integrate over b, t; and
ty. For the occupation numbers away from the Fermi energy, we integrate numerically
over ¢ as well.

e) Numerical results

We now present our numerical results for nonperturbative electric fields. First, we
introduce the pulse protocols and discuss the trivial dynamics of the noninteracting
terms of kinetic energy and current,

Byn(t) = Bo)(t) + U2BG(t) + O(UP) EX(t) = (Ho)o cos(A(t))
i) =70 +U%P) + oU?) , FO@) = (Hydosin(A(t)) .

The operators of double occupation and occupation numbers are time-independent
in the Schrodinger picture, and their expectation values are therefore static on the
noninteracting level. Therefore, our main interest is the correction terms in interaction
strength.

Two classes of pulses and their noninteracting contribution

We have two different classes of internal electric field pulses. The first class is “simple”
oscillations with constant amplitude, which have the index one,

Ei(t) = Esin (?) O(mT — 1)O(t) .
A = — g (%t)z O(mT — 1)O(t) . (I11.47)

™
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Figure 46: Normalized “simple” electric field (left) and vector potential (right)
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For longer pulses, only additional oscillations are appended, and the shape is not affected.
The second shape is more “realistic” and has an enveloping function,

AN mt
Ey(t) = E'sin <?) sin (W) o(mT —t)O(t) ,
. w(m—2)t . m(m+2)¢
par (s () sin (155
A = — T— t) . 111.4
(=20 (A L e —new) . (L)

The amplitude changes more slowly for a greater number of oscillations. Examples are

:AFA e n | Awﬁwm
= S

-10f
Figure 47: Normalized “realistic” electric field (left) and vector potential (right)

101

depicted in figure 46 for index 1 and in figure 47 for index 2. E;(t) and A;(t) vanish
after tg, = T'm for both pulses. The vertical dotted lines indicate tg, = T'm in the
following plots. T is the duration of one oscillation and m is the number of oscillations.
It is important that A;(t > tg,) = 0, because then the Hamiltonian before and after the
pulse are identical.

The zeroth-order term of the kinetic energy El((?g(t) and current j©(¢) is shown in
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Figure 48: Normalized kinetic energy (left) and current (right) for “simple” pulse m =5

figures 48 and 49. During the pulse, their qualitative behavior is very similar to the
corresponding A;(t) even for high amplitudes (£/T > 1). The scaling with the field
strength F is approximately linear for the current and quadratic for the kinetic energy.
This scaling behavior stems from the expansions for small amplitudes E.

After the pulse, they have the same values as before. The explanation for this is simple.
The noninteracting state is for all times an eigenstate of Hamiltonian Hy + (51ﬁ[0(t).
Hence, its time evolution is trivial, and the dynamics of the observables stem from the
explicit time-dependence of the operators, which are given in equation (II1.36). With
this statement, we close the discussion of the purely noninteracting results and advance
to the corrections in interaction strength.
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Figure 49: Normalized kinetic energy (left) and current (right) for “realistic” pulse
m =295

Prethermalization results

We focus on the corrections in interaction strength beginning with results for the double
occupation in figure 50. It scales quadratically with the field strength E., and the
qualitative behavior is affected for fields above F > 2. The general shape of the curve is
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Figure 50: Double occupation for “simple” (left) and "realistic” (right) pulse with 7' = 2
and m =5

similar to —A;(t) with a slight shift in time and short excursions to positive values at
the start and after the pulse. As a first-order observable, it relaxes to its initial value.
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Figure 51: Kinetic energy (top) and <ﬁ0>§2) (bottom) for “simple” (left) and “realistic”
(right) pulse with 7" =2 and m = 5

We see the change of kinetic energy and the unperturbed Hamiltonian H, in figure 51.
They relax to a finite prethermalization plateau, as they are second-order observables.
The kinetic energy has stronger oscillations during the pulse, while Hy is more steady.
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These two observables become identical after the pulse. The field strength E scales
these two observables quadratically.
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Figure 52: Current (top) and <ﬁ0>§2) (bottom) for “simple” (left) and “realistic” (right)
pulse with T'=2 and m =5

The current j and Hy are displayed in figure 52. The “simple” pulse on the left-hand side
exhibit different features than the “realistic” pulse on the right-hand side. We clearly
observe the prethermalization plateau in the left-hand plots for the “simple” pulse. The
plateau value on the right-hand side vanishes. This distinction still holds if we further
vary the parameters F, T', and m. We conclude that the current’s prethermalization
plateau vanishes for an enveloped pulse. This leads to the question under which general

circumstances the prethermalization plateau vanishes. The current and H, oscillate
similarly, and both scale linear in E for the enveloped pulse in figure 52. The scaling
with E is not linear for the “simple” pulse.

Another difference between “simple” and “realistic” pulses becomes visible in the oc-
cupation numbers in figure 53. The “simple” pulse affects occupation numbers with
higher € more. For the realistic pulse, we observe the opposite effect that the occupation
numbers with higher € are less affected. For both pulses, the states at the Fermi surface
are affected the most, and the influence decreases away from it.
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— €=0.5
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Figure 53: Change in the occupation numbers at time t = 1 for £ = 2 and T = 2 for
“simple” (left) and “realistic” (right) pulse shape

The amplitude F scales the result in our examples and has very little influence on
the qualitative form. Of course, this is not valid anymore for £ > 2. However, these
values belong to extremely intense fields and are omitted here. Hence, our next step is
to expand in E for weak electric fields. This simplifies the discussion of the results as
the parameter space is reduced.

f) Expansion in field strength

We learned in the previous subsection that the numerical terms are dominated by the
linear or quadratic term in electric field strength. We extract those terms by expanding
for weak fields. The electric field strength E enters through function A(t). We expand

(DY, and {Hy) to O(A?) because the first order vanishes and for (Hg), to O(A). For
the occupations numbers (fiez);, we compute the first- and second-order terms in A(t).
We start by expanding the abbreviations from equation (I11.37),
t1 t1
A(T)? 4 3
Tl(tl,tg) = tl — tQ - dr 9 + O(A ) s TQ(tl,tQ) = dTA(T) + O(A ) .

to to

Consequently, we expand the integrand of the double occupation as

2R (F(ri(t,t1), 72(t, 1)) — F(t — t1,0)*)

t1 t1 2

_ f dTAm?ai;lw f drA(r) | |RiF(r, 008 +0(4%) .

t2 b2 T1=t1—t2
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In an analogous manner, we obtain for the occupation numbers:

(3E(t2)eiTle+iT2EF(T1, 7_2)3‘

71 = 11(t1,t2)
T2 = T2(t1,t2)

o A(t2>2 0 0 iT1€+ITOE 3
— (T%—i-fl(tg)% e F(T1,7'2)

T1 =11 — 12 + O(A3)

ty
T2 = { drA(T)

ta

. A(t2)2 0 iT1€E 3
= Tal_ﬁe F(Tl,O)

T1=t1—t2

3 i3
+A(t) (z + §m> e MEHmE TS [ ()3

T1 =11 —t2 +O(A3)

t1
2 = { dTA(T)
to

Altr)? 0 3
_ iTie
2 (3?:7'1 © (7-1’ O)

+ A(ty)ee’™ F(m, 0)3|n=t142
T1=t1—12

t1

+ A(ty) fdf A(T)i <52 + %) M F(1y,0)?

t2

+ O(A%) . (IIL.49)

T1=1t1—1t2

We obtain the expansions for (Hy), and <ﬁg>t by integrating over equation (II1.49)
times € or €. The linear term vanishes in (H); and the result is

21 8E(t2)F(’7‘1, 7'2)4‘

71 = T1(t1,t2)
T2 = T2(t1,12)

t1

— Alts) —A(t%iT + 4fd7 A(r) | RiF(m, 0) +O(A%) .

to T1=t1—1t9

The quadratic terms vanishes in (Hg); and we obtain

é’E(tQ)iF(ﬁ, T2>4

= 2A(ty) F(r1,0)* O(43) .
3i7’2 71=71(t1,t2) (2) (Tl’ ) ‘leh—tz + ( )

T2 = T2(t1,12)

We insert the expansions back into equations (I11.39), (II1.40), (II1.42) and (II1.43). We
use the pulse shapes from equations (II11.47) and (II1.48) in our following results.

Prethermalization results

Now, we present the numerical results for the expansion in field strength. The second inte-
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Figure 54: Double occupation term for “simple” (left) and
shape with 7' =2 and m = 5

realistic” (right) pulse
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Figure 55: Second-order terms for “simple” (left) and “realistic” (right) pulse shape
with 7'=2 and m =5

ger of the exponent denotes the order in field strength, A™ () = E™AM™™ (t) + O(E™).
The double occupation term has the exponent (1,2), and therefore, it scales linearly in
interaction strength U and quadratic in field strength F. The expansion term in figure
54 has the same features as the nonperturbative term in figure 50. Thus, the expansion
is accurate for the double occupation.

Next, we compare the expansion for the second-order observables in figure 55 with
figures 51 and 52. The plots for the enveloped pulse are in good agreement. However,

some features for the “simple” pulse are lost in the expansion. The current and H,
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Figure 56: Double occupation (top), Hy (middle) and ﬁo (bottom) with varying pulse
oscillations m for “simple” (left) and “realistic” (right) pulse shape
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have no prethermalization plateau for the expansion. Furthermore, the kinetic energy
oscillates into negative values in figure 51, but has positive values for all times in the
expansion. Hence, we these two effects originate from higher-order contributions. The
first one is the prethermalization plateau for the current, and the second one are negative
kinetic-energy corrections.

Now, we keep the pulse duration constant and vary the number of oscillations in
figure 56. We do not display current and kinetic energy because they can be computed

from Hy and Hy. The impact generally increases for lower frequency. This means that
the oscillations are more pronounced in the observables, and the plateau values increase.
Especially the kinetic-energy plateau after the pulse, which is identical to the plateau

of Hy, increases for lower frequency. The plateaus for current and H, vanish after the
pulse.

i
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Figure 57: Plateau value of kinetic energy (top) and scaled (bottom) with varying pulse
oscillations m and periods T for “simple” (left) and “realistic” (right) pulse shape

In the following, we examine the prethermalization plateau of the kinetic energy in more
detail. We display the plateau value against the period duration 7' for various periods
m in the top plots of figure 57. The plateau value increase for lower frequencies, and the
increase becomes linear for T > 6. Furthermore, longer wave trains increase the plateau.
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The lines are evenly spread, which indicates linearity in m.

We rescale the kinetic energy by the pulse duration T'm in the bottom plots of figure 57.
All ten lines collapse to a single line. The collapse is nearly perfect for the “realistic”
pulse, and slight deviations are observed for the “simple” pulse. The limit 7" — o0 is a
finite value for the scaled kinetic energy. The plateau value of the kinetic energy is a
complicated function concerning frequency and pulse shape. However, it scales linearly
with duration and quadratically with field strength. For low-frequency pulses, it scales
linearly with T" as well. The absorbed energy of the system is equal to the plateau value of
the kinetic energy within our method as the double occupation returns to its initial value.

The scaling of the prethermal plateau with m7 E? is the main result of this section and
will be further investigated in subsection i). There, we will compute prethermal plateau
in response to an external electric field pulse. For this, we require the conductivity in
linear response theory to relate the internal to the external electric field.

g) Linear response

The established method to study the effect of a weak electric field is the linear response
theory.2”%%% First, we shortly introduce linear response theory and then compute the
conductivity. Finally, inserting the conductivity into the Maxwell equations will give us
the relation between the external and the internal electric field.

Generally, a time-independent Hamiltonian H is perturbed by a time-dependent external
field F'(t). We expand to the first order in this field F'(¢). The operator x couples the
field to the Hamiltonian

H, = H+ {F(t) .

This needs to be generalized for a spatially varying field,

H = H+) 3.

The first-order term is computed for any observable O by

t

O3 = (O = O = | arF)[i(0)y (7). (0),, ()]0 + OF*)

0
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The operators are in the Heisenberg picture with respect to H. We start from an
eigenstate at time ¢ = 0 and thus the expectation value of the commutator depends on
the time difference. We define a response function ¢4 (t — 7),

(i), 0 o = |i%. Ot = ) po = 06t — 7).

This method has a general advantage. The response function is an equilibrium property
of the system together with ¥ and O. We do not compute the time-dependence of (O,
for different pulses, but we investigate the pulse independent ¢, (t — 7). If we apply the
Laplace transformation, then the convolution becomes a multiplication,

£t—>z(5<é>t) = Et—w(F(t)) Et—»z(gbé(t)) .

Conductivity

The electric field does not enter the Hamiltonian directly. Instead, the vector po-
tential A(r,t) shifts the momenta of the electrons. We use Landau gauge E(r,t) =
—c7 10, A(r,t). We drop the spatial dependence of A(r,t) as we focus on the dipole
approximation, which assumes a spatially homogeneous field. The general perturbation
in the dipole approximation is

SH(t) = Y] [ (k — aA( ) — (k:)] frok -

o,k
Expansion to O(A?) with A(t) = e, A(t) gives,
e2a’

S A + O(A) |

SHy(t) = _%A@)ﬁg” +

- . o"e(k + eax)
0 OZIEE ( )n k > € ( ) o™ -
The current operator is
. Hit Hy(t - 2a?
i) = _Ca_() = _Caé o(t) _ %HSU _ —A( VHP + 0(4?) .

0A(t) JA(t) & h2c

The expectation value of ﬁél) is usually zero, and the one of fIéZ) is finite without an
electric field. Therefore, the current is linear in A(¢) and is computed in linear response

theory as

(e = ——A( )(H >t—ZJdT%A(T)<[<If[[§1)>

tini

(7). (H6”) . (1) P +O(42) .
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Every observable is expressed as the convolution of the electric field, F(t) = —c 10, A(t),
with the response function. This defines the response function. The response function
of the current is the conductivity o = ¢; and its two parts are called diamagnetic and
paramagnetic conductivity,'*

¢
G- [ ar Bl +O(E .
tini
dia m dia 62@2 r(2)
o(t,7) = c“*(t) + o™ (t,7) , o“(t) = F<H0 I

oP(t,7) = %z J dT'<[<ﬁ(§1>)H ('), (ﬁé”)ﬁ (t)]}tim . (I11.50)

T

If the problem is time-independent except for the electric field, then the response
functions simplify to o4?(t) — o4 and oP™(t,7) — oP™(t — 7). The Laplace-Fourier
transformation is applied to transform the convolution to a multiplication,

fw) = Lisiw(f(1) = Jdte("“"”tf ), = Bow) .

Our method computes the equilibrium conductivity in O(g?). The diamagnetic part has
a zeroth and second-order term,

i i i ia e*a® 2
o = o0 4 2ot L O(g%) , ot = 72 CHo
t1

gdian(2) _ _%_Joo dt, J dty f(tl)f(t2)<[[vl(t2)a [‘A/I(tl),fjfé?)]]]% ,

—00

and we obtain for our Hubbard model (%5~ = 1, Hé2) = —Hy, g=U, t* = ),

1

| . | b)
dia,(0) _ _/F N — dia,(2) _ _ p(2) _ _J b a( ~ —0. .
g < O>0 2ﬁ y O kin 2 /7'('3()3 0.0659
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The expectation value from the paramagnetic conductivity is computed as

{OﬁﬁAW%(“O (0 s

- dufdﬁﬂmﬂﬁxﬂwmxﬂlhmo U]]o+0tg") . sy

We rewrite the expectation value analogously to equation (I11.25),
[vatr). ] [V, 857 o
= (v ] JUdte m )V Ut m) 8 o — (Ut mV U1 7). V]V

N

= <[V7 H’é”] ; _Ug<tlaTl)VU0(tla7'1)alﬁlol ]>0 — <[V, ﬁol ] ; [Ug(tlﬂi)VUU(tl,ﬁ) Aél)

= —Ze m W()m|2 (AEMY? —cc. ,

with AV, = EQX W, AEY = EY — EY and Vi, = (U, |[V[¥,,). We can

evaluate equation (I11.50) as the eigenenergies are time-independent, AE,, ()
For that, we need the integral

T 0 T/
f dTlf(Tl)efiTlAEm _ J dﬁe —iT1AE, + Jd —iT1AE,
—0o0 —00 0
efi‘r/AEm . 1 efi‘r/AE'm
N —zAEm Y6 —iAEn,

Then, the time integration gives

i g dr AEn, : QtAEm o—iT' AEm
JdT Jdtl JdTlf tl T1 +C.C.=7:Jd7l, ; + c.c.

IAE,, —iAE,,

ei(t—T)AEm -1
= A—Elg.b + c.c. .
Thus, the model-independent result for equation (I11.50) is

o™ (t, 1) AR =0 oP(t—71) = PP ) (t—7)+0(g%) ,
AE,t) —1
AE3,

2.2
O = G D Wonl AAER)

m
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Application to our Hubbard model gives

(tAE,) —1
AES

—2 COS

o™ (t) = | Don|2AE,,

(I11.52)

We express the cosine function in its series form, and then every term is of type

AE’

m

Z ’DOm ’2€iT1AEm+iTQAEm
3—2n
AEm 1

m

T1=T2=0

P —342n, P 2 . N . .
A itiHo+imoHo 1y —iT1 Ho—imo H,

< ) (aZT) <De 11410 2 ODe 11410 2 0>0
2

é‘iﬁ

a —3+2n1 a 2
_ (_1\1+n1 _ o 4
= ( 1) (aTl) (57'2) F(Tl,TQ)

0
87’1
The response function is real and thus the term with the Dawson function D, does not

contribute. We take the derivatives with respect to 71 and 7, and then set them to zero.
This gives rational factors and negative powers in b,

T1=T2=0

T1=T2=0

<\/7%e_ﬁ + z‘D+(m))

1
2n 72
1 526 Ty

b as(b)
67'22 \/b7r4

(IIL45) (—1)tm (

T1=T2=0

0% L OPMeT (2ny — 1)!!
— T A2 =2, (_1>1 211 = T o
07 o (2b)™
T2=0 71=0

The sum results in the exponential series,
1
[ b) [ (=12 (2n — D!
() — 2 [ ap 4l
( ) ‘f A/ b3 7;1 2n! (2())“
1
Fpe (& C5)
ay 4b
=2|db
‘f b3 nZ:l n!
1
A
ay &
— 2| (1 e )
Vb3
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The Fourier-Laplace transformation gives

o0

o(w) = Lis_in(o(t)) = fdt e(iw_‘s)ta(t) , adia(w) =

0

o™ () = 2 ap ) ( L Vb ™ 4 2 D+(\fbw)> . (111.53)

iO’dla

W+’

A/ b7r3 w + 2(5
i
. . . . . . ’l _ Z . . .
The diamagnetic conductivity is proportional to 7 = 70 (w) + =, which is the behavior
Uva(Z)(t) Upm,(Z)(w)
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Figure 58: Paramagnetic conductivity in real time (left) and frequency (right)

of a perfectly metallic system. It stems from the noninteracting system and is renormal-
ized by the interaction. The paramagnetic conductivity has qualitatively different terms
due to the interaction. Our paramagnetic correction oP™(?) is plotted in figure 58. We
will see that the most important feature is the real, finite contributions for w # 0 as the
d(w) terms do not contribute to the conductivity with respect to the external field.

Conductivity with respect to external field

We have computed the conductivity with respect to the internal electric field and now we
derive the conductivity with respect to the external electric field. The induced current
generates an additional vector potential Agys by the Maxwell equation,

(0F = PV?) Ayys(r, 1) = Amc joys(rit) = 07 Agys(t) = Ame Jioys ()
The internal field is the superposition of the external field and the generated field,

A(r,t) = Aexi(r, 1) + Agys(7, 1) .
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We include the current j () as a classical quantity according to Skolimowski et al.'%”

and set it equal to the expectation value of the quantum mechanical current,

Jows(t) = e

The computation of Phe conductivity with respect to the external field o is best done
in frequency space (J = eaj, A(t) = e A(t), E(t) = eaE(t)),

E(t)

C0A() = E(w) — %"A@),

(Do = Bext(W)0ext(w) = Ew)o(w) ,

CE (w) _ CEex(w)  4me G |

= o (W) = ‘:((;“; elw) =1 +i4§a(w) . (IT1.54)

The conductivity with respect to the external field oey(w) is directly computed from

U=0.5 U=0.75

Toxt(w) Toxt(w)

’ 1 2 3 4 5 3 4 5
0.2} -0.2
-04F -04
U=1 U=1.25
t(w) xt(W)

Figure 59: Conductivity with respect to the external field computed nonperturbatively
(solid lines) or perturbatively (dashed lines) in U

the conductivity with respect to the internal field o(w). Our method expands the
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conductivity to O(U?), o(w) = 0 (w) + U206 (w) + O(U?). When we compute o (w),
we have two options. First, we directly insert ¢ (w) + U?0®(w) in equation (I11.54)
and treat it nonperturbatively in U. Second, we expand to second order
o (w) 0 cO(w) +x
1+t e0)(w) Or1+iZ (cO(w) + )] _,
and this is depicted in figure 59 as the dashed lines. The delta functions §(w) are
suppressed in both cases. The perturbative results (dashed lines) have a pole at
w = 1/2(m)"* ~ 1.88 (in units of * = 1) and the nonpertubative results (solid lines) are
analytic and have a finite peak. The nonperturbative results have the typical features
of a Drude conductivity,>?

+ U260 (w) l +O0(U?)

Oext (w)

0o Drude (w> o O.Drude (W)

Drude
g ( ’ ext o 14+ i%UDTUde(w) ’

w): 1 —wr

Next, we quantify this similarity. We fit the two Drude parameters oy and 7 by the
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Figure 60: Conductivity with respect to the external field computed nonperturbatively
(solid lines) or as Drude fit (dashed lines)

resonance peak,

4o
S{o-ext (wres)} =0 y  Oext (wres) = O-E;Eude(wreg = 00 = Oext (wres) , T = 0

2
Wres
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The Drude fit is very accurate for U < 1 as we see in figure 60. Then it starts to deviate
at the high-frequency tail and around the peaks of the imaginary part.

We have assumed in our computation that the pre- and post-pulse Hamiltonian
are identical, A(T > tg,) = 0. This requirement is realized for a metallic sys-
tem even if the long-time limit of the external vector potential does not vanish
Aext(t — ) = const. # 0 = Aei(w — 0) ~ w—f-i&' For a metallic material, the
conductivity stays finite in the infrared limit o(w — 0) ~ &’ e.g., the Drude conduc-

tivity is o(w) = %2&-. The relation between the internal and external vector potential
gives
Aex ' :
Alw) = e(ZE;L]) A(w—>0)~(7r5(w)+£)w=z = A(t—>0)=0.

The d(w) contribute to A(t) is suppressed by the factor w, and thus the internal vector
potential vanishes for large times. This argumentation is not valid for an insulator, as it
has is no dc-current, and then the external and internal vector potential are identical
for w — 0.

Generally, the response functions ¢4(t — 7) converge to a constant value for ¢ — oo and
finite 7. Therefore, the linear response theory prediction vanishes in the long-time limit
with A(T > tﬁn> = 0,

lim 6{0) = O(A?) .
t—00
We have to include at least second-order terms in the field to capture a prethermal

state. Next, we compute the pump-probe conductivity, which treats the pump pulse
nonperturbatively and the probe pulse in linear response theory.

h) Pump-probe conductivity

Now, we consider a pump-probe scenario. Suppose that, a pump pulse excites the system,
and the following probe pulse measures an altered conductivity. Below, we compute the
conductivity for the probe pulse with equation (II1.50), and the Hamiltonian includes
the pump pulse.
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We compute the change in the conductivity Ac(t,7), which is the conductivity of
the probe pulse after the pump pulse minus the equilibrium conductivity,

ia e*a’ & a
Ao(t,7) = ot iasit, — ot =g+ Do (1) = o (P = AP, )

2.2

Ao (t,7) = %Z f dT/{(ﬁél))mmo (7). (ﬁél)>m5ﬁo <t)]>t““
. <[( Ag”)ﬁ ("), (ﬁé”)ﬁ (t)]}tim . (IIL55)

We expect the dynamics of the diamagnetic conductivity to behave similarly to the
kinetic energy. In our particular model, they are equal to each other except for a factor
minus one, fI(()Q) — —Hy. This was investigated in subsection e) and f). We learned that
the plateau scales linearly in duration and quadratic in field strength of the pump pulse.
Next, we compute the change in the paramagnetic conductivity. We obtain the second-
order term with equation (II1.51) and rewrite the time-dependent contribution with
equation (II1.31),

< [ (ﬁél)> H+5H, (), (ﬁél)) H+5H, <t)] i

=g’ 2 (1)2t T,T 71)exp (1 ! e(t))) —c.c 3
—y ;w (AEZ >£dt1£d1f(t1)f( ) p< Jdt (AE,+5l(t))) c40(g%) .

T1
N v

i(t—r *
—eil(t /)AEl(Lpl(l)(t)) ‘Pl(l)(T/)

We assume that the pump and the probe pulse have no overlap in time ¢, 7 > tg,. Thus,
the upper limit of the integrals in equation (II1.31) are tg,. We use equation (I11.33),

1) —1 - itA
(,Dl (t>tﬁn):A_E+let Elhla

thin tin

tin
i § dt’de ()

h = f dtye ™MaE e & -1 =- f dt,
0 0

t n
ef’itlAEl 1,?‘ dt’éel(t')
AE e i 56[(t1) .
l
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Now, we compute the time-integration

t

(e0) " [aretr2 gl e

T

t
-1 . -1 -
= (_AEl — ie_”AE’hl*> de’ i(t-r)AE (_AEl + 2e"" AElhz) + c.c.

) cit—T)AE _ N elt—T)AE _ 1e_itAElZ~h* t—7 eZtAElh + c.c.
AE? AE} AL

and the first term gives the paramagnetic conductivity in equilibrium. Consequently,
the other terms give the change of the paramagnetic conductivity,

( 1)> B avse )
7 e
AgP™(2) (t,7) = th Z Vo> ~——=3— AE? ‘1 dei(th)

ZTAEl o ltAEl .
y (Z N — OB (¢ 7')) +c.c. . (II1.56)

Every term has a factor et or ™2 Thus, the limit 7 — oo (t > 7) gives

AcP™@(t,7) — 0. Next, we evaluate equation (II1.56) within our particular Hub-
bard model,

At
AgPm(2) (t,7) Jdtl sin(A(t1))Bos(t — 7,71, 72) — 2sin? ( (21)

0

) Bisy(t — 1,11, 72) ,

Buny (A, 71,75) = B (7 )(AthH( ) = BY(n) + BY(n - AD)

1
b) a " z2 a " 2
B b 24 ( ) ~% . B® :( ) -
w () = 5 e w (Y) ) ©

4

tfin tfin

n= ittt | dreos(dn) and = [dren(ac)

t1 t1

Examples with fixed t are depicted in figure 61. The response is strongest directly
after the pulse (7 = 10) followed by a rapid decay. In our particular Hubbard model,
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the terms vanish as a Gaussian function ~ e /4. The pump-field strength E scales

AcP™)(t, 7) almost quadratically in the left plot of figure 61. Only, the line with E = 2
does not follow the scaling law strictly.

Ag®™ ) (t,7)

AcP™At,1)
0.08 | 0.0004 [
0.06 —EB=05 o003t — E=05
— E=1. — E=1
004 E=15 o002 | E=15
— E=2. — E=2
0.02f 0.0001 |
- ‘ ‘ ‘ L
11 12 13 14 15 11 12 13 14 15

2

Figure 61: Change in paramagnetic conductivity after “simple” (left) or “realistic
(right) pump pulse with T'= 2, m =5, ¢t =15 and 7 > T'm

The term linear in A(t) has a factor (AEl(l))3 in equation (II1.56). Therefore, it is
expected to vanish for initial states with zero global momentum. The expansion in
pump-field strength gives in our model,

thin t1
AoP™ @) (t 1) = Jdtl JdtgA(tg)A(tl)Bm(t — 7, t—15,0)
0 0

tﬁn

A(ty)? 3

= | dts =5 Bua(t = 7.t = £5,0) + O(A) . (ITL57)
0

It is computed as a convolution of Boy(t — 7,¢,0) or Bya(t — 7,t,0) with the pump field.
These two functions are depicted in figure 62 and they converge to a universal line for
relative short times (¢ > 4), which is computed as the long-time limit,

1tli_)rglo Bpiny (t — 7,1, 19) = Bfé) (TQ)B,%) (1) .
The probe pulse acts during times 7 and the functions By, ,,(t — 7,t, 72) nearly decay
to zero for 7 > 4. We conclude that if the time-delay between the pump and probe
pulse is greater than 4, then the paramagnetic conductivity is unchanged in our model,

AoP™() — (0. This tells us that a probe pulse shortly after the pump pulse has a
pump-probe effect on the paramagnetic conductivity. A probe pulse long after the pump
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Bia(t-1,1,0) Boa(t-1,t,0)
06
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— t=1
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Figure 62: O(A?) contribution to the pump-probe paramagnetic conductivity

pulse has no affect in our model. The diamagnetic conductivity is proportional to the
kinetic energy in our model. The kinetic energy relaxes to a plateau value, and thus the
pump-probe conductivity relaxes to a plateau as well.

These results have the following consequences for the observation of the prethermal state.
Typically, a measuring protocol would have three steps. First, the pump excites the
system. Second, the system relaxes to the prethermal steady state. Finally, the probe
pulse detects the nonthermal steady state. The kinetic energy is constant under quasi-
particle scattering from the Boltzmann equation,*> " which thermalizes the occupation
numbers at a later stage. Therefore, the prethermal plateau value of the kinetic energy
is equal to its equilibrium value after the pump pulse. This means that the conductivity
is identical for the steady prethermal state and the thermal state. Therefore, the probe
pulse would only detect the heating in our setup and does not resolve the nonthermal
state.

In our protocol, the pump and the probe pulse have identical directions. To detect
the prethermal state, we propose to pump and probe from different directions. If this
shows no indication of the prethermal state, we suggest replacing the probe pulse with
a momentum-resolved measuring technique. Improving our computational technique to
include at least O(g?) terms could further resolve this. The thermal and the prethermal
state have different momentum distributions in O(g?), which should give a deviation in
the paramagnetic conductivity O(g*). In the next subsection, we encounter a resonance
frequency at which the prethermal plateau is amplified. It would be worthwhile to
calculate the conductivity for this amplified prethermal state and compare it to the
conductivity in the thermal state.
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i) Scaled prethermal plateau

At the end of subsection f), we observed that the energy absorption is proportional to
the pulse duration and quadratic in field strength. Here, the proportionality factor is
the real part of the conductivity.'®” First, we deduce this scaling behavior within a
real-time framework and apply the analogous steps to the occupation numbers. This
predicts a similar scaling behavior for the change in the distribution function as for the
system’s heating. Finally, we will give the model-independent proportionality factor
in equation (II1.60) and compute it in our perturbative method. Furthermore, it is
straightforward to substitute the internal field with the applied external field to obtain
the experimentally relevant response.

The linear response does not affect the long-time limit. Therefore, we neglect terms
with a single time convolution. As we expand in the field, the second-order term is thus
the most important one. The energy absorption of the system is computed as

Ho(t) = —h—A( JHGY +0(A?)
ACHY, = sz&1 Jdt2 (t)A t2) h2 [(ﬁé”)H(tQ), [(Hél)>H(t1),FIH>ml +O(4%) .
tini tini :@

‘r:tl—t2

The expectation value is connected to paramagnetic conductivity. We apply the Fourier
transformation and the pulse shall end at tg,,

R 25]% pm
A<H>t>tﬁn - Jd {CJ—} J dt, Jdt2 t1)A(t2) i(t1—t2)(w+id) + O(A3)
ti ti

ini ini

We assume that the electric field can be written as a superposition of sine and cosine
functions,

E(t) = B(t)* = Y E;¢™ = A(t) = A(t)* = —c )] By it | (I11.58)

and compute the time integrals,

w w10 — w;j

E 2 tn_ ini
- fdtl JdtZ tl ) i(t1—t2)(w+1id) Z‘ ‘ fi ) O((tﬁn _tini)o) _

11)1
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This gives one term which is proportional to the pulse duration and has a delta
contribution, (w + 6 — w;)™! — —imd(w — w;). The scaled long-time limit is

lim ACH Yis g,

tfin—00 tﬁn

= 2 BiPR{o™™ (w))} + O(E?) . (I11.59)

This a very general statement, and we apply it to our two classes of pulses,

. . ) 27t +i 27
“simple”: F,(t) = Esin <T> = FE; = o Wi = i? ,
e (2wt . nt +F m(2m + 1)
realistic”:  FEy(t) = E'sin (T) sin (W) = E; = Wi iT .

At the end of subsection f), we found scaled universal functions in figure 57. They are
obtained by the limit m — o0 and the conductivity from equation (II1.53),

A, E?
“simple”:  lim ACHoi>rm = — %{apm’@)(w)}’w:z% + O(E?) ,

m—0o0 Tm 2
A(Hy) E?
.. . t>Tm 2
“realistic”:  lim ——222" — — R{oP™3) ()} | 2 + O(E®) .
m—00 Tm 4 W=7
AEin*? (c0)/(Tm) AE}in®? (c0)/(Tm)
006 0.030
0.05 i""""""’"""/"":::fl?::i 0025L
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Figure 63: Plateau value of kinetic energy scaled by pulse duration 7'm for “simple
(left) and “realistic” (right) pulse shape

The absorbed energy differs for our two different pulses by a factor of two, which is
congruent to our finite pulses in figure 63. We expect that the prefactor for other
pulse shapes is computed from the mean quadratic amplitude. It is established that
the absorbed energy during one period of a monochromatic electromagnetic field is
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proportional to the real part of the conductivity.!%” This is in congruence with our result
in equation (II11.59) as the diamagnetic conductivity is entirely imaginary.

We plotted the real part of the conductivity in figure 58 for our Hubbard model,
which scales by U2 Next, we replace E? — E2,/|e(w)|* and compute the absorbed
energy from the external field. Our results are displayed in figure 64, and the resonance
peak increases for weaker interactions, which is a major difference to interaction drives.
The heating rate for weak interaction drives scales with U? as discussed in subsection
3.f). We thus suggest photopumping a weakly interacting system at this resonance
frequency. The absorbed energy indicates a highly nonthermal state. The interparticle
scattering rate decreases with interaction strength, which we will discuss in subsection
6.a). The slow thermalization rate should stabilize the nonthermal state, and we expect
a long-lived prethermal state.

Re g(w)/|e(w)|?

14}
1.2F

‘ — U=05
10¢ — U=0.75
0.8Ff U=1.
06f U=1.25
041 /I \ — U=15

s L ow
1 2 3 4 5

Figure 64: Energy absorption factor with respect to the external field

We apply the analogous steps to the momentum distribution to capture the features of
the prethermal state. We neglect the single time convolutions, and the dominating term
in the long-time limit is

t t1
A -1
A<nak>t = 0_2 Jdtl J dtg A(t1)A(t2)
t

ini tini

S, @ [(B) 0. Giow)yy )] P + 0L
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We assume that the long-time limit of the Heisenberg operator is diagonal in the
eigenbasis of H, thus it commutes with the Hamiltonian,

lim (72) 5 (1) = D 1€ X Wt W X Wi = | T () (1), | = 0.

t—00

Furthermore, the initial state is an eigenstate of H and the expectation value’s time-
dependence simplifies to depend on the time difference t; — to,

(&) ) [ (A7) (@), Gor) s (¢ = 2) | P
= (B) | (0= t2). o) (= )| P

Now, we apply the analogous steps and obtain for the distribution function,

. Aokt 2 Mok (w)) 3
2.2 < d
- e~a T _irw ~ (1 ~ (1 ~
fon(w) = =5 | Sme ™A [(H) (). (o) (8= )| s -
—00

As this term scales linear in pulse duration, the predicted ensemble is nonthermal.
Equations (II1.59) and (II1.60) are general and not restricted to a specific model.
The next goal is to compute this prethermal plateau prediction within second-order
perturbation theory. We apply the expansion on the first,

to

(@), €. =i | [ [Vatr) B8] o+ 016

—o0
and second part of the expectation value,

[(ﬂél)>H (t1), (Riok) (t)]

t1 t

~ig | ar gt [[Vite). 5] ] g [ ) [0 [Vi(0). ] + O

—00

D) e —
=" I:Hél) ) [VI (Tl)vﬁak]]
t

— z'gde [ﬁé”, [‘71(7)7ﬁak]] +0(g%) .

t1
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We insert the eigenstates of H, to compute the expectation value,

[0, 87582 [ ]
‘7’ Aél)] ) [ﬁél)> ‘A/I(T - 7—2);ﬁak}:|]>0
%

= — Z e (T—T2)AER |V0m|2 (AES))QAnUkm +c.c. .

Now, we evaluate the time-integration and the term with e*2F= vanishes in the long-time
limit as the energies AFE,, are generally continuously distributed,

t to
) Z’(t*tQ)AEm ei(tlftz)AEm
d d i(t—712)AEm _ € o
f TJ Ty f(12)e N N
tl —o0 H_/
tloso

The model-independent perturbative result is

fiok(w) = g*Ap(w) + O(g%) |

e .
_2) 62612 dT i e'LTAEm
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7 h? 27 ~ AE7,
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We insert our particular Hubbard model, and the sum over all eigenstates gives (ex = 0)
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The main contribution to the plateau is given as (e, > 0)

1 00 o
2 _be2
~(2) 3 _2 €L e % dr i (ep—) ir(—co—w)
Mg (W) = (_ + 5k> fdba:a(b)qu) <1 - —) J —e +e
2 3 9
1 €0 \/7? ™

€L —00

::@Qw]—ek)(g<+Ei)~fdbaﬂb)(1——&%)2%%;;. (I11.61)

This result applied to for the enveloped pulse. Equation (II1.58) has an unexpected
w; = 0 contribution for the “simple” pulse and we need to take the w; = 0 term into
account as well

2mt 2mt T E; .
“simple”: F;(t) = Esin (%) = A(t) = (cos (E—Zﬂ) - 1) oy # —; E]je”wj

A<7Al(rk:>t>Tm _ 7TE2 ﬁo‘k(w) + 2ﬁa’k<0)

li O(E?
ml—r>rcl>o Tm 2w? w=2m * ( )
T
«“ I : 27Tt . ml Ej 1tw;
realistic”:  Es(t) = F'sin (T) sin (W) = Ay(t) = —; @e
. Algryistm TE* N (w) 3
| = E
mow  Tm 42 . TOE)

w=%%

We observe a fast convergence to the long-pulse limit in figure 65 except in the high-
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Figure 65: Plateau value of the occupation number with €, = €, = 0 scaled by T for

“simple” (left) and “realistic” (right) pulse shape
frequency regime for the “simple” pulse shape. Therefore, the long-pulse limit is a valid

155



III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

approximation for relatively brief pulses (m > 5). In the low-frequency regime, the
functions relax to a constant value marked by a dotted line for m = oo.

We are interested in prethermal state induced by an external electric field. The 7i,4(0)
contribution for the “simple” pulse shape is therefore not relevant. Hence, we replace
the internal with the external field (E? — EZ2,/|e(w)|?),

X

fim ANk t=Tm (11L54) wSE? Nk (w)

+O(E3,) . 111.62
m—0 Tm lw + 4mio(w)|? (o) ( )

For the “realistic” pulse, the pulse-shape factor s is 1/4 and would be different (but of
O(1)) for other realistic pulse shapes. Equation (II1.62) is one of our main results. It
predicts a nonthermal distribution function if the thermalization rate is sufficiently slow.
The perturbative results for our Hubbard model are displayed in figure 66. The right-side
plot illustrates the scaling caused by the weak interactions U, which is independent
of the momentum. It has the resonance peak at frequency w ~ 1.88, which increases
and sharpens for weaker interactions. The left plot shows the k-dependent term from
equation (I11.61), which is independent of the interaction strength. The excitations
closer to the Fermi surface are more intense and vanish for |e; — ep| = w. Occupations
numbers with finite €, have an additional factor (1 + %Ei), thus the states with k along
the field are amplified, |k - e4|> ~ €. In a thermal ensemble, the excitations should
be independent of €,. This highlights the nonthermal character of this distribution
function.

A% () i
04p — 0. Vllwsdridw)]
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Figure 66: ﬁfk)(w) from equation (II1.61) for € = 0 (left) gives multiplied with the
scaling term (right) the prethermal plateau with respect to the external field

In this subsection, we learned that most details of the pump-pulse have a minor effect
on the prethermal state. We suggest to computed the momentum distribution of the
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prethermal state by equations (II1.60) or (II1.62) as it captures the major terms. Its
numerical evaluation is easier than the real-time computations performed in subsection e)
and f). The driving frequency enters in a nontrivial fashion, and the field strength squared
times pulse duration scales the excitations. The pulse shape gives a shape factor of order
unity. The interaction strength expansion factorises the problem into a k-dependent
term and an g-dependent term, e.g., results depicted in figure 66. The resonance
presents an opportunity to create a highly nonthermal state in a weakly interacting
system. Driving at the resonance frequency generates a pronounced nonthermal ensemble
according to equation (II11.62). The thermalization rate is slowed down for sufficiently
small interactions, as discussed in outlook subsection 6.a). Therefore, we propose to
photopump at resonance frequency to generate a nonthermal distribution function,
which will be stabilized for sufficiently small interactions.
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5 Summary for weakly interacting systems

Let us summarize the main insights from this chapter. First, the Dirac representation
gives directly the formal series expansion in interaction strength g. It can be applied
to any time-dependent expectation value for any nonequilibrium protocol. For the
interaction quench and the mode occupation numbers, it reproduces the established
expressions > 8%8 for the prethermalization plateau. Furthermore, we can study initially
interacting states if we prepend an adiabatic switching to the Hamiltonian. One main
result of this dissertation are the generalized prethermalization formulas in equations

(I11.5) and (IIL7).

We define the prethermalization regime as the time scale where the leading order
expansion gives an accurate result. The deviation increases with interaction strength
g and time t. Hence, the perturbative expansion is only applicable within a certain
time window, even for weakly interacting systems. The perturbative terms relax to a
constant value called prethermalization plateau for general systems and processes.
The Boltzmann equation*® 47 governs the thermalization on a larger times scale. We
discuss it in the subsection 6.a) below. The dynamics can be approximated by a two-step
process for weakly interacting systems. First, one computes occupation numbers in the
prethermalization regime and then inserts them into the Boltzmann equation (II1.67).
This leads to a relaxation to a Fermi distribution determined by the kinetic energy,
which is a constant of motion in the Boltzmann dynamics. Hence, the kinetic energy in
the prethermal steady state determines the eventual thermal distribution.

We assign the observables into two classes, whether the O(g) term in the pertur-
bative expansion vanishes or not. The observables with finite O(g) are called “first-order”
observables by us. The other ones are called “second-order” observables as O(g?) is the
leading order.

The prethermalization dynamics of first-order observables are qualitatively equal for
initially interacting and noninteracting states. Thus, the change in interaction strength
has the strongest the impact. Furthermore, the plateau is independent of the explicit
nonequilibrium protocol and relates to perturbative terms in equilibrium. Therefore, it
is very likely to encounter crossing points for fixed final and varying initial interaction
strength. These crossing points are expected in most first-order observables, but the
crossing time depends on the chosen observable and protocol. If the interaction is
treated nonperturbatively, then the crossing point distributes into a region. The region
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becomes sharper for weaker interactions and for shorter crossing times.

Second-order observables exhibit new features. First, the prethermalization dynamics are
computed by the summation of two terms. The dynamics concerning the noninteracting
state plus a second “mixing”’-term for initially interacting states. This “mixing”-term
behaves similar to a first-order observable. Regarding the noninteracting state, the term
relaxes to a plateau value,”8%8* grows logarithmic for low dimensional systems®?%3 or
linearly for driven systems.5’

Constants of motion for an interacting Hamiltonian are generated from the constants of
the free Hamiltonian, which we obtain by adiabatic transformations. The perturbative
evaluation is done by applying the series expansion in interaction strength. The prether-
malization plateaus after a nonequilibrium process are described by the generalized
Gibbs ensemble (GGE) constructed from these constants of motion. This was previously
established for the quench,®® and we generalized it to arbitrary nonequilibrium protocols
in subsection 2.c).

As an application, we considered the Hubbard model in infinite dimensions at half-filling,
as it is a generic and computational feasible system. For nonequilibrium protocols with
time-dependent interaction, only the density of states (d.o.s.) enters the computational
scheme. Our method computes efficiently for quenches, 8% ramps,® and periodically
driven systems.?? It has access to all times within the prethermal regime and can handle
initially interacting states. The dynamics are similar for initially interacting states as
for uncorrelated states. Furthermore, we derive the equations of motion in a more direct
fashion and reproduce previous results.

The occupation probabilities behave similarly for various ramps and d.o.s.. Occu-
pied states decrease, and initially unoccupied states increase during the ramp or quench.
Then, they relax with damped oscillations to their prethermalization plateau. For
different d.o.s. and observables, we find different relaxation laws. Generally, they decay
with ¢72 or faster, as determined by the d.o.s. at the band edges. The quench plateau
value of the occupation numbers is twice the adiabatic value.”8%8 Finite ramps connect
these two limits.®* States towards the band edges converge faster to the adiabatic limit
than states near the Fermi surface. Our calculations indicate that increasing ramping
time is the only available tool to prevent heating, while ramping more smoothly does not.

We observe two different regimes in a periodically driven system,®® determined by
the relation of the driving frequency to the bandwidth. The system relaxes to a prether-
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malization plateau with steady oscillations for fast driving. The observables increase
linearly, and no relaxation is predicted for slow driving. The critical driving frequency
is not affected by initial interactions. At a certain time, the linear growing observables
reach unphysical values. Our approximation breaks down at this point and marks the
definite end of the prethermalization regime.

In the last section, we computed the expectation values for the Hubbard model hit
by a homogeneous field pulse. Our electric field pulse scenario established several new
features. In some cases, the current relaxes to a finite plateau value. When we apply
an enveloping function to the pulse or linearize in field strength, the plateau vanishes.
The occupation numbers relax to steady nonthermal values. We evaluate the linear and
pump-probe response functions. If the delay between pump and probe pulse is short
(At ~ W), then the probe response function is affected nontrivially by the pump pulse.
If the delay time is large (At » W™1), then the diamagnetic conductivity is changed
due to the increased kinetic energy. In this setup, the measured conductivity of the
prethermal and thermalized states are identical. Including the higher-order terms should
lead to a different paramagnetic conductivity for the thermal and prethermal states as
both have different momentum distributions. Furthermore, we suggest pumping and
probing from different directions to detect the prethermal steady state in the probe
conductivity.

It is sufficient and more efficient to expand in the first few orders in electric field
strength. It is necessary to include at least second-order terms to obtain a finite shift
because linear response theory always predicts the return to the initial thermal value.
Our expansion in electric field strength indicates that the plateau values of kinetic energy
and occupation numbers scale linearly in duration and quadratic in field strength. The
change in kinetic energy determines the heating of the system. In the high-frequency
limit, the heating vanishes, and in the low-frequency limit, the heating becomes fre-
quency independent. The current is essentially linear in the electric field and vanishes
in the long-time limit. If we assume it as linear and set it equal to the classical current,
Maxwell’s equations relate the internal to the external electric field in frequency space.
This enables us to compute the dominating contributions to the prethermal state for
the external field. Electronic systems with weak interactions have a pronounced Drude
peak, which provides an opportunity to drive into a highly excited state. The weak
interparticle scattering slows down thermalization and increases the stability of the
prethermal state. Our method should be extended to arbitrary d.o.s. and electric-field
orientations. We expect the distinction into a high and low-frequency regime for a d.o.s.
with finite bandwidth. As for periodically driven interactions,® we expect linear heating
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5 SUMMARY FOR WEAKLY INTERACTING SYSTEMS

in the low-frequency regime and no linear heating in the high-frequency regime.

The prethermal and thermalization regime are described within the weak-correlations
approximation, which we discuss below in subsection 6.a). This approximation was com-
puted for the Hubbard model with infinite spatial dimensions™ and a one-dimensional
system.!1>116 The kinetic equations simplify when formulated as local in time, as
discussed in subsection 6.b).
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

6 Outlook: From prethermalization to thermalization
a) Derivation of the Boltzmann equation

As an outlook, we derive the Boltzmann equation for weakly interacting fermionic
systems. The Boltzmann equation describes the dynamics after the prethermal regime
as it thermalizes a nonthermal distribution function. We extract the thermalization time
scale during the derivation. We use the method developed her, but follow the major steps
found in previous work.*>46 It is possible to derive the Boltzmann equation within the
DMFT framework, which gives proper results even for strongly interacting systems.!”
In one dimension, the Boltzmann equation captures the long-time thermalization if
there is a finite next-to-nearest neighbor hopping amplitude.!!8

We start the derivation with equation (II1.4) and the particle occupation numbers
are given in the interaction picture by

0 t tn—1
(e = (i + D (ig)" f dty . . J Aty Bia(ta), [ Hua(t), 0] e,
n=2 tini tini
t t1 0 to Tn—1
— (e — §° J dt, J dty > (ig)" J dr ... fdfn
tini tini n=0 tinj tini

x <[ﬁ1,,<fn), o [ﬁfl,l(ﬁ), [ﬁl,,(@), [HLI(tl), nm N .]>tmi

= s — 9° f dt, J dt, <[F11,1(t2), [Fh,[(tl), m]]>t2 : (I11.63)

tini tini

If 7, commutes with the unperturbed Hamiltonian Hy and the initial state is an
eigenstate of 7, and Hp, then the first-order term vanishes and equation (II1.63) is
applicable. Now, we assume that the expectation value on the right side is evaluated by
an uncorrelated state, however all occupation numbers are computed self-consistently.
Then, it becomes a function of all (7, ):,. We call this approximation weak-correlation
approximation,

). [ (e, | e — < itta), |t |

. (IT1.64)

(ot —>(Paty
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6 OUTLOOK: FROM PRETHERMALIZATION TO THERMALIZATION

A strength of this approximation is that it includes arbitrary orders of interaction
strength g and computes all single-particle observables self-consistently. A drawback is
that a complicated Volterra integrodifferential equation must be solved

%Z—t”% = —¢° J dty <[ﬁ1,1(752)7 [ﬁl,l(t)7ﬁu]]>tmi

tini

t

. I11.65
(Rt ={Pa)ty ( )

The numerical evaluation of (II1.65) was done for the infinite-dimensional Hubbard
model™ and a one-dimensional model.'*>16 To derive the Boltzmann equation, we take
a few additional steps. First, the Hamiltonian stays constant after a certain point in
time, which we set as time zero,

ﬁ(t>0)=H0+V.

Second, the time evolution up to time zero gives corrections of O(g?),

t

(ropty; =< Pa )ty
0

+O(g*t") .

The third step is to rescale the time to 7 = tg? and assume the existence of an analytic
function N, (1) = {(n, )=, for small g,
g

A

N PN
J dt? <|:V7 l%(? - t2)7 ﬁu]]>tini
0 g (o)t = (ot
~ ~ T .
= Jdt2<lV’ l I<_2 _t2)7nV]]>tin1
4 g (Rt = Nec(7)

gL2 t1
0 N N N
— Jdtl JdtQ &_tl lv, l‘/[(E - t2)7nV]]>tini
0 -

0

+0(¢g%) .
(Pt = (Paty

O%QM“

Next, we partially integrate,

w“‘

<ﬁa >tini _’<ﬁa>tb

~

=0(g?)
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

The second term is O(g?) because it is linear in the time derivative of the occupation
numbers. The expectation value is real and thus it is symmetric in 5. We symmetrize
the time integration ¢, and take the limit g — 0,

[ee}

. ON,(7) 1 AT .

lim X = J dt2<[V, [w(tg),ny]]>tim o e (I11.66)
—00

Up to now, we have not specified a certain model. Thus, we can interpret equation
(II1.66) as a generalization of the Boltzmann equation. In this derivation, we copied
the essential steps of previous work,*>4%™ but skipped the initial step of assuming a
specific Hamiltonian. Equation (II1.66) governs the dynamics on the time scale t = g%
Even systems with infinitesimal small interactions ¢ can thus exhibit dynamics beyond
the hopping time scale.

The final step is to insert a free particle Hamiltonian for Hy and a two-particle in-
teraction for V,
Hy =Y e, V= Vagsihthe,és .
v a7ﬁ?’y76
Then, the expectation value for an uncorrelated ensemble py is

(773000 | o = D Vaoal? cos(iles + 5 = €, — es))

Bvé
% (ool = (o) (1 = Cis)o)
— (A oisdo(1 = (uo)(1 = (gho) )

The step by step computation of the expectation value is done in subsection 3.b). The
time integration in (II1.66) transforms the cosine function into a delta function,

o]
lim ONV(T>
g0  OT

= —T Z |V,,575|25(61, + €3 — €y — 65)
Bv,6

x (NV(T)NB(T)(l — N,(1))(1 = Ns(7))
— N, (r)N5(T)(1 = N, (7)) (1 - NB(T))>
=7 Ja, (€= 0)|<ﬁa>tini—>Na(T) : (ITL.67)

Equation (II1.67) is the Boltzmann equation*>% and J,, (€) was defined in equation
(II1.6). The Boltzmann equation describes a two-particle scattering process in which
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6 OUTLOOK: FROM PRETHERMALIZATION TO THERMALIZATION

two occupied particles scatter into two unoccupied states. The delta function conserves
energy for the scattering processes, and the interaction potential |V, 3,s/* conserves
quantum numbers, e.g., momentum for isotropic interactions. Thus, the Boltzmann
equation redistributes the occupation numbers until they reach a steady state. It is
established that the Fermi distribution governs the occupation numbers for the steady

state,15:73,74
1

Ny(7) = 1+ o Ble—mn

The Fermi distribution is the thermal distribution of an noninteracting system. Therefore,
the Boltzmann equation thermalizes the distribution for ¢ — 0. Furthermore, the
Boltzmann equation conserves the kinetic energy,™ ™

lim —&<H0> s

lim ——"= = -7 Z €a|Vaprs)*0(€a + €5 — €, — €5)

a,,7,6

x (NQ(T)Nﬁ(T)u — N,(7))(1 = Nj(7))

— Ny (D)N5(7)(1 = Na(r)(1 = Ny(7)))
-0 .

The total particle number is conserved in the weak-correlation approximation and
therefore in the Boltzmann equation as well. When we compute the time evolution with
respect to the Boltzmann equation (II1.67), then we can predict the long-time limit
with these two constants. First, we compute the kinetic energy at the initial time. In
the long-time limit, it will converge to a Fermi distribution. The parameters inverse
temperature § and the chemical potential y are determined from these two conserved

quantities,
N 1 N €a
<N>OO - Z 1 —+ e_ﬂ(ea_ﬂ) ’ <HO>OO - Z 1 —+ 6_18(504_#) ’
(e «

The kinetic energy has to lie below the infinite temperature ensemble. Otherwise, no
appropriate Fermi distribution exists.

Weak interaction quenches are fully captured by the following two-step method.”™ ™
First, the occupation numbers are computed by the leading-order expansion during the
prethermal regime. Second, we insert the occupation numbers of the prethermal plateau
predicted from equation (III.5) at 7 = 0, and the Boltzmann equation computes the
thermalization dynamics. In figure 67, we display an example of how the Boltzmann
equation redistributes the occupation numbers. The main feature is the closing of the
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gap at the Fermi energy.

— 1=0
— 7=5

== [=00

-0.5 0.5

Figure 67: Evolution with Boltzmann equation for half-filled Hubbard model with infinite
spatial dimension and semi-elliptic d.o.s. starting from the quench prethermalization
plateau with U =1

When the instantaneous occupation numbers are further away from the Fermi distri-
bution, then the redistribution due the Boltzmann equation is more rapid. Therefore,
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6 OUTLOOK: FROM PRETHERMALIZATION TO THERMALIZATION

this scheme predicts faster thermalization for stronger interaction quenches. In the
small U and late 7 regime, the Fermi gap closes exponentially Ang(t)oc exp(yrt) with
yr = O(U*).™ This method gives unphysical results when the interaction is larger than
Jerit- We determine g as the interaction strength, when the kinetic energy at 7 = 0 is
equal to that of the infinite temperature ensemble,

Eo(T = o0) = Ey(t = 0) + g2y En(t = ) . (TT1.68)

DMFT found at U&™ = 3.2119 the fastest thermalization after an interaction quench
away from the uncorrelated ground state. For stronger quenches, collapse-and-revival
oscillations characterize the dynamics and the gap at the Fermi surface closes at later
times.!'? jTherefore, U&™ marks the distinction point between two qualitatively different
regimes of weak and strong interaction quenches. Equation (I11.68) gives Uy = 3.189
for this problem. The agreement of UM and U,y is surprisingly good. Therefore, we
propose U as an approximation to U™,

b) Local in time formulation

In this outlook, we reformulate the weak-correlation approximation local in time. At the
end of this subsection, we point out the benefits of the reformulation for future projects.
Our general idea is to consider other of self-consistent quantities. We start from the
equations of motions (II1.63), which was deduced in the previous subsection a). It is
free of approximations, and the new quantities are

0 t
3 dr . R R )
Ny(t, 6) _ _92 f %e_w(t_ﬂ Jdt2<[H1’I<t2)’ |:H17](T),7”Ll,]]>t2 .
—o0 Lini

They are related to the time-derivative of the occupation numbers

J de N, (1, ) — —g? J Aol 11 (1) [ B 1(2). 2 o, = §<Z;>t |

tini

They are initially zero and follow the differential equation,

éNV(t7€) Ty 2 r dr —ie(t—7) /| 1 ] A
S —cieW e~ g [ ST A uste), [Haatr)in| i
—©

Now, we apply the weak-correlation approximation as in equation (I11.64). It replaces the
expectation value of the exact correlated state by a time-dependent uncorrelated state.
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III PRETHERMALIZATION INDUCED BY WEAK INTERACTIONS

The new equations of motion are local in time. We depict them for a time-independent
interaction (Hy(t) — V),

ON,(t, e .
# = —ZGNy(t, 6) + g2 Jﬁy (E)‘<ﬁa>tiniﬁ<ﬁa>t 5
r dr —i€eT ¥ - >
‘]ﬁu(e) = J %e <[V7 I:‘/I<T>7nl’:|:|>tini )
@ = fde N,(t,€) . (I11.69)

If we compute the time-dependent interaction expectation value as

t

Py = Vo g [ ar V30 V10,

tini

<ﬁa >tini _’<'fla >T

then the energy expectation value is constant in time,

o(Hyy XV
o 94 =0

The computation in the weak-correlation approximation can be executed in two ways.
The first method is the evaluation of the Volterra integrodifferential equation (II1.65).
For times shortly after the uncorrelated state, we expect equation (II1.65) to be efficient.
With increasing time, the computational cost increases. The new second method is to
evaluate the integrodifferential equation (I11.69). For later times, we expect our new
formalism to outperform the old one as the computational cost stays constant in time.

Furthermore, we may be able to find equilibrium “ensembles” in the weak-correlation
approximation. These ensembles are described by a set of (i), and N,(t,€) which
have 0;(n,); = 0. In the limit of ¢ — 0, these ensembles are governed by the Fermi
distribution as equation (IT11.69) becomes the Boltzmann equation. Thus, they are equal
to the thermal ensembles of the noninteracting system. For a finite g, we expect to
obtain ensembles, which resemble thermal ensembles of a weakly correlated system.

As a future project, we propose to study equation (I11.69) for the infinite-dimensional

Hubbard model in equilibrium and nonequilibrium. The local-in-time formulation should
be help to include initially interacting states, ramps, and electric field pulses.
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IV Conclusion

We investigated a variety of different nonequilibrium protocols for systems close to
an integrable point. We assumed a weak interaction strength g, which broke the in-
tegrability of the system. We investigated the expectation values of certain operators
which correspond to physical observables. We explicitly computed the first nontrivial
contribution from the expansion in g and predicted relaxation to a steady state, which
is nonthermal in general. The further relaxation to the thermal state is not described
by this method, but can be calculated self-consistently as discussed in subsection I11.6.a).

We evaluated different terms in g depending on the operator and the nonequilibrium
protocol, namely the zeroth-, first- or second-order terms. The different orders had
distinct features, and thus we categorized the operators into different classes, resulting
in zeroth-, first- or second-order observables. Generally, the classification of observable
changes with the kind of nonequilibrium protocol and the system under investigation.
For example, in chapter II, we computed the local density for a locally perturbed system.
This was a zeroth-order observable. On the other hand, the double occupation was a
first-order observable for the spatially homogeneous perturbations in chapter III. There,
the mode occupation numbers were second-order observables.

In chapter II, we developed an efficient formalism to compute the Friedel oscillations after
quenching the potential energy of a single site. We treated the model as noninteracting
because we investigated a zeroth-order observable. The dynamics were fully determined
by the local Green function of the initial translationally invariant system. When we
represented the lattice in the shell-symmetric basis, the problem became effectively
one-dimensional. If the impurity strength exceed a critical value a localized eigenstate
emerged. We computed this threshold for the Bethe and the hyper-cubic lattice. It
was finite for higher dimensional systems and infinitesimally small for the simple chain
and the square lattice. Hence, in these low-dimensional systems, every finite impurity
potential induced a localized state. This is a fundamental difference between a low and
a high-dimensional system. The single-particle states showed steady oscillations in the
presence of the localized state, but canceled each other out for a many-particle state.
Then, the density relaxed to a constant value, captured by a generalized Gibbs ensemble
(GGE). If there was no localized eigenstate, the GGE was equal to the zero-temperature
ensemble, and direct thermalization was observed. In absence of the localized state,
there was an additional conservation law, and thermalization in a reduced Hilbert space
was observed. We termed this phenomenon generalized thermalization.?® ™ We observed
an exact agreement of GGE and the long-time limit for the thermodynamic limit. The
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deviation between GGE and long-time limit decreases for finite systems with their

Size 12,13,38,72

In chapter III, we investigated global homogeneous perturbations. There, the local
density remained constant in time. Other local observables, e.g., the double occupation,
were affected due to the local interactions. The first-order term of the mode occupation
number vanished, and we classified them as second-order observables. The first-order
observables’ prethermalization plateau solely depended on the final Hamiltonian and was
equal to equilibrium perturbation theory. The plateau value for second-order observables
depended on the protocol. For the quench, it is twice the equilibrium correction.?” 77
The finite ramping values lay between the quench value and the value of adiabatic
switching, which is equal to the equilibrium correction. Generally, the plateau value
is described by a GGE, and the constants of motion can be constructed by adiabatic
dressing as discussed in subsection I11.2.b).

We computed the expectation values for the Hubbard model in infinite spatial di-
mensions. There, the momentum conservation simplifies, and the problem is feasible but
nonintegrable. Our equations of motions are more general than in previous work.”3:80:84,85
In addition, we appended an optional adiabatic switching process, which generalized
the method to interacting initial states. Our results for quenches, ramps, and periodic
driving were computed efficiently and not restricted to stroboscopic times. Furthermore,
we successfully studied an electric field pulse hits a weakly interacting Hubbard system.
The interaction strength was constant, and the eigenenergies of the noninteracting
Hamiltonian changed due to the electric field. This problem was more challenging to
evaluate, but allowed to describe the field nonperturbatively.

If we add small interactions, the system shifts away from the noninteracting inte-
grable point, and relaxation to a thermal ensemble is expected. A mean-field description
was derived in reference™ predicting thermalization at the time scale of 7 = t/g for
local observables. On the other hand, mode occupation numbers as nonlocal observables
thermalize due to quasiparticle scattering on the time scale 7 = t/¢g2.4547 Thus, the
thermalization time scale should strongly depend on the observable.

There are different approaches to generate a stationary prethermal state. The two
aspects of interest are the deviation from the thermal state on the one hand and its
lifetime on the other hand. We may extend the thermalization time scale by decreasing
g, so that the lifetime of the prethermalization plateau is prolonged. We found that the
scaling is more favorable for global perturbations than for local ones. The deviation is
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O(g°) for local and O(g?) for global perturbations. We conclude that local quenches
should be as close to the integrable point as possible. This increases the lifetime, and
the deviation from the thermal is not affected. For global perturbations, an intermediate
g should be chosen because the impact must be strong enough to be detectable and the
lifetime long enough to apply a measuring procedure. However, resonant photopumping
can bypass the O(g?) scaling law for global perturbations. The resonance peak sharpens
and heightens for weaker interactions. If we pump at the resonance frequency of the
Drude peak, then the momentum distribution deviates more from its equilibrium value.
The main obstacle is that the driving rate is multiplied by the small factor %, which
emerges from the second-order expansion in field strength.

We see two general directions for further progress. The first is the engineering of
certain desirable features in prethermal states. This could elevate prethermal states
to promising candidates for technological applications. The other is to further develop
theoretical methods. More refined methods should cover the prethermalization and
the thermalization time scale. This allows us to investigate the dynamic transition
between these two regimes. We suggest focusing on the weak-correlation approximation
to achieve this, which was introduced in subsection II1.6.a). This approximation includes
self-consistently arbitrary orders in interaction strength and continuously connects the
two regimes of prethermalization and thermalization.

In conclusion, we presented a combination of analytical and numerical methods for the
prethermal regime and applied it to the Hubbard model for various nonequilibrium
protocols. we developed a general and efficient method, addressed several essential
questions, and suggested further perspectives, so that this dissertation may serve as a
comprehensive guide on the topic of prethermalization.
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V Appendix

1 Evaluation of a3(b) and ay(b)

In this appendix, we compute analytically the functions as(b) and a4(b). They are first
defined in equation (III.17). We introduce the generalized function

o]

as(a, B) = defdyfdzé(a —(x+y+2)6B8—(2®+y*+22).

0

We compute ay(b) by integrating over ag(a, f),
0
as(B) = de as(1 —x, B — %) . (V.1)
0

The easiest way to compute as(«, ) is to calculate the cut between a triangle with
corner points («,0,0), (0,,0) and (0,0, «) with a sphere of radius 4/3 at the origin.
We multiply the result by (24/33)7!. The factor originates from the integration over
the delta functions 6(a — (x + y + 2)) and (8 — (z? + y* + 2?)),

az(a, B) = B(a)0(a? — B)O(38 — a*)V/3 (g — ©(283 — a*)arccos (ﬁ)) :

We obtain a4(b) by evaluating the integral in equation (V.1). The arccos function we
deform into a root by partial integration,

for —1<z<l1.

-1
—arccos(z) =

dx V1 — 22

After respective shifts in the integration variable x, two types of integrals remain. They
are found in a table of integrals,'?°

R=a+bx+ca®,

A = 4dac — b?,

dz —1 2cx + b

—— = ——arcsin for [e<0,A <0],

i (g ]

d 1 2a + b
foﬁzﬁarcsin(x%) for [a <0,A <0].
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Further simplifications lead to the solution,

-

1 1 1
A/ T — 5 for 1<r<g3
as(z) = 4 %—7? :11;—%1 for %<:1:<%
4 = )
s —myJr = +am(z) for j<w<l
0 else

\

1 1 VI 6z 1822
asm(z) = V3 arcsin <\/T——2> + 3\/; arcsin ( SIGi—; S8z ) |

a4(b) is depicted together with ag(b) in figure 68. The functions a,(b) are nonzero only

in the interval from % to 1. They have positive values there. Furthermore, they are

nonanalytic at the points b = % with integers 1 < m < n.

15}

10} — ay(b)
— az(b)

05}

L L L L L L L I i L I b
0.4 0.6 0.8 1.0 1.2

Figure 68: Graphical representation of a4(b) and a;z(b)

174



REFERENCES

References

I M. Rigol, V. Dunjko, and M. Olshanii, Thermalization and its mechanism for generic
isolated quantum systems, Nature 452, 854 (2008).

2M. C. Banuls, J. I. Cirac, and M. B. Hastings, Strong and Weak Thermalization of
Infinite Nonintegrable Quantum Systems, Phys. Rev. Lett. 106, 050405 (2011).

3 G. Biroli, C. Kollath, and A. M. Lauchli, Effect of Rare Fluctuations on the Ther-
malization of Isolated Quantum Systems, Phys. Rev. Lett. 105, 250401 (2010).

4P. Calabrese, F. H. L. Essler, G. Mussardo, A. D. Luca, M. Fagotti, J. Cardy, M. A.
Cazalilla, M.-C. Chung, D. Bernard, B. Doyon, J.-S. Caux, L. Vidmar, M. Rigol,
R. Vasseur, J. E. Moore, T. Langen, T. Gasenzer, J. Schmiedmayer, E. Ilievski,
M. Medenjak, T. Prosen, and L. Zadnik, Special issue on Quantum Integrability in
Out of Fquilibrium Systems, Journal of Statistical Mechanics: Theory and Experiment
2016, 064001 (2016).

> M. Srednicki, Chaos and quantum thermalization, Phys. Rev. E 50, 888 (1994).

6J. M. Deutsch, Quantum statistical mechanics in a closed system, Phys. Rev. A 43,
2046 (1991).

" M. Rigol and M. Srednicki, Alternatives to Eigenstate Thermalization, Phys. Rev.
Lett. 108, 110601 (2012).

8 M. Rigol, V. Dunjko, and M. Olshanii, Thermalization and its mechanism for generic
isolated quantum systems, Nature 452, 854 (2008).

9M. Srednicki, The approach to thermal equilibrium in quantized chaotic systems,
Journal of Physics A: Mathematical and General 32, 1163 (1999).

WE. T. Jaynes, Information Theory and Statistical Mechanics, Phys. Rev. 106, 620
(1957).

HR. Balian, From Microphysics to Macrophysics: Methods and Applications of Statis-
tical Physics, volume Vol.1, Springer, Berlin, 1991.

12M. Rigol, A. Muramatsu, and M. Olshanii, Hard-core bosons on optical superlattices:
Dynamics and relaxation in the superfluid and insulating regimes, Phys. Rev. A 74,
053616 (2006).

175



REFERENCES

13M. Rigol, V. Dunjko, V. Yurovsky, and M. Olshanii, Relazation in a Completely
Integrable Many-Body Quantum System: An Ab Initio Study of the Dynamics of the
Highly Fxcited States of 1D Lattice Hard-Core Bosons, Phys. Rev. Lett. 98, 050405
(2007).

MH. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and P. Werner, Nonequilibrium
dynamical mean-field theory and its applications, Rev. Mod. Phys. 86, 779 (2014).

151, E. Sadler, J. M. Higbie, S. R. Leslie, M. Vengalattore, and D. M. Stamper-Kurn,
Spontaneous symmetry breaking in a quenched ferromagnetic spinor Bose-Einstein
condensate, Nature 443, 312 (2006).

16§, Ritter, A. Ottl, T. Donner, T. Bourdel, M. Kohl, and T. Esslinger, Observing
the Formation of Long-Range Order during Bose-FEinstein Condensation, Phys. Rev.
Lett. 98, 090402 (2007).

17 A. Widera, S. Trotzky, P. Cheinet, S. Folling, F. Gerbier, I. Bloch, V. Gritsev, M. D.
Lukin, and E. Demler, Quantum Spin Dynamics of Mode-Squeezed Luttinger Liquids
in Two-Component Atomic Gases, Phys. Rev. Lett. 100, 140401 (2008).

18T Kinoshita, T. Wenger, and D. S. Weiss, A quantum Newton’s cradle, Nature 440,
900 (2006).

19S. Hofferberth, I. Lesanovsky, B. Fischer, T. Schumm, and J. Schmiedmayer, Non-
equilibrium coherence dynamics in one-dimensional Bose gases, Nature 449, 324

(2007).

208, Trotzky, Y.-A. Chen, A. Flesch, I. P. McCulloch, U. Schollwock, J. Eisert, and
I. Bloch, Probing the relazation towards equilibrium in an isolated strongly correlated
one-dimensional Bose gas, Nature Physics 8, 325 (2012).

21T, Kitagawa, A. Imambekov, J. Schmiedmayer, and E. Demler, The dynamics
and prethermalization of one-dimensional quantum systems probed through the full
distributions of quantum noise, New Journal of Physics 13, 073018 (2011).

22 M. Gring, M. Kuhnert, T. Langen, T. Kitagawa, B. Rauer, M. Schreitl, I. Mazets,
D. A. Smith, E. Demler, and J. Schmiedmayer, Relazation and Prethermalization in
an Isolated Quantum System, Science 337, 1318 (2012).

23D. A. Smith, M. Gring, T. Langen, M. Kuhnert, B. Rauer, R. Geiger, T. Kitagawa,
[. Mazets, E. Demler, and J. Schmiedmayer, Prethermalization revealed by the

176



REFERENCES

relaxation dynamics of full distribution functions, New Journal of Physics 15, 075011
(2013).

240. Madelung, Introduction to solid state theory, Springer, New York, 1996.

2 P. W. Anderson, Basic notions of condensed matter physics, Reading, Mass. :
Addison-Wesley, 1997, The Advanced book program.

2P Fulde, Flectron Correlations in Molecules and Solids, Electron correlations in
molecules and solids, Springer Berlin Heidelberg, 1995.

27 G. Stefanucci and R. van Leeuwen, Nonequilibrium Many-Body Theory of Quantum
Systems: A Modern Introduction, Cambridge University Press, 2013.

28 J. Hubbard, Electron Correlations in Narrow Energy Bands, Proceedings of the
Royal Society of London Series A 276, 238 (1963).

29 ). Kanamori, Electron Correlation and Ferromagnetism of Transition Metals, Progress
of Theoretical Physics 30, 275 (1963).

30M. C. Gutzwiller, Effect of Correlation on the Ferromagnetism of Transition Metals,
Phys. Rev. Lett. 10, 159 (1963).

3UH. Tasaki, The Hubbard model - an introduction and selected rigorous results, Journal
of Physics: Condensed Matter 10, 4353 (1998).

32N. W. Ashcroft and j. a. Mermin, N. David, Solid state physics, New York Holt,
Rinehart and Winston, 1976, Includes bibliographical references.

33 F. Gebhard, Metal—Insulator Transitions, pages 1-48, Springer Berlin Heidelberg,
Berlin, Heidelberg, 1997.

34 M. Kollar and M. Eckstein, Relazation of a one-dimensional Mott insulator after an
interaction quench, Phys. Rev. A 78, 013626 (2008).

35 M. Rigol, Breakdown of Thermalization in Finite One-Dimensional Systems, Phys.
Rev. Lett. 103, 100403 (2009).

36 M. Rigol, Quantum quenches and thermalization in one-dimensional fermionic
systems, Phys. Rev. A 80, 053607 (2009).

37D. M. Kennes, J. C. Pommerening, J. Diekmann, C. Karrasch, and V. Meden, Small
quenches and thermalization, Phys. Rev. B 95, 035147 (2017).

177



REFERENCES

381, Vidmar and M. Rigol, Generalized Gibbs ensemble in integrable lattice models,
Journal of Statistical Mechanics: Theory and Experiment 2016, 064007 (2016).

39 M. Mierzejewski and L. Vidmar, Quantitative impact of integrals of motion on the
eigenstate thermalization hypothesis, Physical Review Letters 124, 040603 (2020).

40T Mori, T. N. Ikeda, E. Kaminishi, and M. Ueda, Thermalization and prethermal-
ization in isolated quantum systems: a theoretical overview, Journal of Physics B:
Atomic, Molecular and Optical Physics 51, 112001 (2018).

41J. Berges, Introduction to nonequilibrium quantum field theory, AIP Conf. Proc. 739,
3 (2004).

425, Wall, D. Brida, S. R. Clark, H. P. Ehrke, D. Jaksch, A. Ardavan, S. Bonora,
H. Uemura, Y. Takahashi, T. Hasegawa, H. Okamoto, G. Cerullo, and A. Cavalleri,
Quantum interference between charge excitation paths in a solid-state Mott insulator,
Nature Physics 7, 114 (2011).

43Y. H. Wang, H. Steinberg, P. Jarillo-Herrero, and N. Gedik, Observation of Floquet-
Bloch States on the Surface of a Topological Insulator, Science 342, 453 (2013).

4. Braun, J. P. Ronzheimer, M. Schreiber, S. S. Hodgman, T. Rom, 1. Bloch, and
U. Schneider, Negative Absolute Temperature for Motional Degrees of Freedom,
Science 339, 52 (2013).

45 N. M. Hugenholtz, Derivation of the Boltzmann equation for a Fermi gas, Journal of
Statistical Physics 32, 231 (1983).

467, Erdés, M. Salmhofer, and H.-T. Yau, On the Quantum Boltzmann Equation,
Journal of Statistical Physics 116, 367 (2004).

47J. Lukkarinen and H. Spohn, Not to Normal Order—Notes on the Kinetic Limit
for Weakly Interacting Quantum Fluids, Journal of Statistical Physics 134, 1133
(2009).

48 J. Berges, A. Rothkopf, and J. Schmidt, Nonthermal Fized Points: Effective Weak
Coupling for Strongly Correlated Systems Far from Equilibrium, Phys. Rev. Lett.
101, 041603 (2008).

49N Strohmaier, D. Greif, R. Jordens, L. Tarruell, H. Moritz, T. Esslinger, R. Sensarma,
D. Pekker, E. Altman, and E. Demler, Observation of Elastic Doublon Decay in the
Fermi-Hubbard Model, Phys. Rev. Lett. 104, 080401 (2010).

178



REFERENCES

S0 M. Heyl, Dynamical quantum phase transitions: a review, Reports on Progress in
Physics 81, 054001 (2018).

LK. Nasu, Photoinduced Phase Transitions, World Scientific Publishing Company,
2004.

92 H. Zeiger, J. Vidal, T. Cheng, E. Ippen, G. Dresselhaus, and M. Dresselhaus, Theory
for displacive excitation of coherent phonons, Physical Review B 45, 768 (1992).

53 J. Friedel, Metallic alloys, Tl Nuovo Cimento (1955-1965) 7, 287 (1958).

5 J. M. Zhang and Y. Liu, Dynamical Friedel oscillations of a Fermi sea, Phys. Rev.
B 97, 075151 (2018).

55 J. M. Zhang and H.-T. Yang, Sudden jumps and plateaus in the quench dynamics of
a Bloch state, EPL 116, 10008 (2016).

56 J. M. Zhang and H.-T. Yang, Cusps in the quench dynamics of a Bloch state, EPL
114, 60001 (2016).

TW. Metzner and D. Vollhardt, Correlated Lattice Fermions in d = oo Dimensions,
Phys. Rev. Lett. 62, 324 (1989).

% A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Dynamical mean-field
theory of strongly correlated fermion systems and the limit of infinite dimensions,

Rev. Mod. Phys. 68, 13 (1996).

P P. Lunts, A. Georges, E. M. Stoudenmire, and M. Fishman, Hubbard model on the
Bethe lattice via variational uniform tree states: Metal-insulator transition and a
Fermi liquid, Phys. Rev. Research 3, 023054 (2021).

60 E. Economou, Green’s Functions in Quantum Physics, Springer Series in Solid-State
Sciences, Springer, 2006.

61 M. Sherafati and S. Satpathy, Impurity states on the honeycomb and the triangular
lattices using the Green’s function method, physica status solidi (b) 248, 2056 (2011).

62H. A. Bethe, Statistical Theory of Superlattices, Proceedings of the Royal Society of
London Series A 150, 552 (1935).

63 G. D. Mahan, Energy bands of the Bethe lattice, Phys. Rev. B 63, 155110 (2001).

64 M. Eckstein, personal communication, 2004.

179



REFERENCES

%5 H. Yorikawa, Density of states of the Cayley tree, Journal of Physics Communications
2, 125009 (2018).

% D. Aryal and S. Kettemann, Complete solution of the tight binding model on a Cayley
tree: strongly localised versus extended states, Journal of Physics Communications 4,
105010 (2020).

67 M. Ostilli, C. G. Bezerra, and G. M. Viswanathan, Spectrum of the tight-binding
model on Cayley Trees and comparison with Bethe Lattices, 2021.

% M. van den Berg, T. C. Dorlas, and V. B. Priezzhev, The boson gas on a Cayley tree,
Journal of Statistical Physics 69, 307 (1992).

% B. A. Lippmann and J. Schwinger, Variational Principles for Scattering Processes. I,

Phys. Rev. 79, 469 (1950).

M. Eckstein, M. Kollar, K. Byczuk, and D. Vollhardt, Hopping on the Bethe lattice:
Ezact results for densities of states and dynamical mean-field theory, Phys. Rev. B
71, 235119 (2005).

"I N. Bliimer, Mott-Hubbard Metal-Insulator Transition and Optical Conductivity in
High Dimensions, PhD thesis, Shaker Verlag, 2003.

2 A. C. Cassidy, C. W. Clark, and M. Rigol, Generalized Thermalization in an Integrable
Lattice System, Phys. Rev. Lett. 106, 140405 (2011).

M. Moeckel and S. Kehrein, Interaction Quench in the Hubbard Model, Phys. Rev.
Lett. 100, 175702 (2008).

™ M. Stark and M. Kollar, Kinetic description of thermalization dynamics in weakly
interacting quantum systems, arXiv: 1308.1610v2 (2013).

5 B. Bertini, F. H. L. Essler, S. Groha, and N. J. Robinson, Prethermalization and
Thermalization in Models with Weak Integrability Breaking, Phys. Rev. Lett. 115,
180601 (2015).

76 J. Viti, J-M. Stéphan, J. Dubail, and M. Haque, Inhomogeneous quenches in a free
fermionic chain: Ezact results, EPL (Europhysics Letters) 115, 40011 (2016).

M. Knap, A. Shashi, Y. Nishida, A. Imambekov, D. A. Abanin, and E. Demler,
Time-Dependent Impurity in Ultracold Fermions: Orthogonality Catastrophe and
Beyond, Phys. Rev. X 2, 041020 (2012).

180



REFERENCES

P.W. Anderson, Infrared Catastrophe in Fermi Gases with Local Scattering Potentials,
Phys. Rev. Lett. 18, 1049 (1967).

™T. Morita, Useful Procedure for Computing the Lattice Green’s Function-Square,
Tetragonal, and bee Lattices, Journal of Mathematical Physics 12, 1744 (1971).

80 M. Moeckel and S. Kehrein, Real-time evolution for weak interaction quenches in
quantum systems, Annals of Physics 324, 2146 (2009).

81 P. Reimann and L. Dabelow, Typicality of prethermalization, Physical review letters
122, 080603 (2019).

82S. A. Hamerla and G. S. Uhrig, Dynamical transition in interaction quenches of the
one-dimensional Hubbard model, Phys. Rev. B 87, 064304 (2013).

83 8. A. Hamerla and G. S. Uhrig, Interaction quenches in the two-dimensional fermionic
Hubbard model, Phys. Rev. B 89, 104301 (2014).

84 M. Moeckel and S. Kehrein, Crossover from adiabatic to sudden interaction quenches
in the Hubbard model: prethermalization and non-equilibrium dynamics, New Journal
of Physics 12, 055016 (2010).

8 M. Kollar, F. A. Wolf, and M. Eckstein, Generalized Gibbs ensemble prediction of
prethermalization plateaus and their relation to nonthermal steady states in integrable
systems, Phys. Rev. B 84, 054304 (2011).

8 M. Born and V. Fock, Beweis des Adiabatensatzes, Zeitschrift fiir Physik 51, 165
(1928).

87T. Kato, On the Adiabatic Theorem of Quantum Mechanics, Journal of the Physical
Society of Japan 5, 435 (1950).

8 J. E. Avron and A. Elgart, Adiabatic Theorem without a Gap Condition, Communi-
cations in Mathematical Physics 203, 445 (1999).

8 E. Canovi, M. Kollar, and M. Eckstein, Stroboscopic prethermalization in weakly
interacting periodically driven systems, Phys. Rev. E 93, 012130 (2016).

N C. P. Enz, A Course on Many-Body Theory Applied to Solid-State Physics, WORLD
SCIENTIFIC, 1992.

VA, Tokmakoff, 5.74 Introductory Quantum Mechanics II, 2009, Massachusetts
Institute of Technology: MIT OpenCourseWare.

181



REFERENCES
92V, Jaksi¢ and C.-A. Pillet, Mathematical Theory of Non-Equilibrium Quantum
Statistical Mechanics, Journal of Statistical Physics 108, 787 (2002).

93S. Iso, H. Ohta, and T. Suyama, Secular terms in Dyson series to all orders of
perturbation, Progress of Theoretical and Experimental Physics 2018, 083A01 (2018).

9 E. Schrodinger, Quantisierung als Eigenwertproblem, Annalen der Physik 385, 437
(1926).

9% F. Schwabl, Approximation Methods for Stationary States, pages 203-214, Springer
Berlin Heidelberg, Berlin, Heidelberg, 2007.

9% W. Pauli, Approzimation Methods, pages 79-102, Springer Berlin Heidelberg, Berlin,
Heidelberg, 1980.

9H. G. Evertz and F. Maislinger, personal communication, 2020.

% N. Chandra, M. Kollar, and D. Vollhardt, Nearly universal crossing point of the
specific heat curves of Hubbard models, Phys. Rev. B 59, 10541 (1999).

9 M. Eckstein, M. Kollar, and D. Vollhardt, Isosbestic Points in the Spectral Function
of Correlated Electrons, Journal of Low Temperature Physics 147, 279 (2007).

100 M. Greger, M. Kollar, and D. Vollhardt, Isosbestic points: How a narrow crossing
region of curves determines their leading parameter dependence, Phys. Rev. B 87,
195140 (2013).

101 Microsoft, Smoothstep at Microsoft Developer Network, 2018.

102 3. Kessenich, The OpenGL®) Shading Language, 2009.

103 Unity Technologies, Unity game engine SmoothStep documentation.
104 Advanced Micro Devices (AMD), ATI R3z0 Pizel Shaders, 2012.

195 Wikipedia, Smoothstep - Wikipedia, The Free Encyclopedia, 2020, [Online; accessed
31-March-2020].

106 M. Bukov, L. D’Alessio, and A. Polkovnikov, Universal high-frequency behavior
of periodically driven systems: from dynamical stabilization to Floquet engineering,
Advances in Physics 64, 139 (2015).

182



REFERENCES

107 J. Skolimowski, A. Amaricci, and M. Fabrizio, Misuse of the minimal coupling to the
electromagnetic field in quantum many-body systems, Physical Review B 101, 121104
(2020).

108V, Turkowski and J. K. Freericks, Nonlinear response of Bloch electrons in infinite
dimensions, Phys. Rev. B 71, 085104 (2005).

109R. Peierls, Zur Theorie des Diamagnetismus von Leitungselektronen, Zeitschrift fiir
Physik 80, 763 (1933).

10 7 M. Luttinger, The Effect of a Magnetic Field on Electrons in a Periodic Potential,
Phys. Rev. 84, 814 (1951).

ULE, Miiller-Hartmann, Correlated fermions on a lattice in high dimensions, Zeitschrift
fiir Physik B Condensed Matter 74, 507 (1989).

U2 F Miiller-Hartmann, The Hubbard model at high dimensions: some exact results and
weak coupling theory, Zeitschrift fiir Physik B Condensed Matter 76, 211 (1989).

3P, G. J. van Dongen and D. Vollhardt, Ezact mean-field Hamiltonian for fermionic
lattice models in high dimensions, Phys. Rev. Lett. 65, 1663 (1990).

U4 M. Eckstein and M. Kollar, Theory of time-resolved optical spectroscopy on correlated
electron systems, Physical Review B 78, 205119 (2008).

15 B, Bertini and M. Fagotti, Pre-relaxzation in weakly interacting models, Journal of
Statistical Mechanics: Theory and Experiment 2015, P07012 (2015).

16 B, Bertini, F. H. L. Essler, S. Groha, and N. J. Robinson, Thermalization and light
cones in a model with weak integrability breaking, Phys. Rev. B 94, 245117 (2016).

UT M. Wais, M. Eckstein, R. Fischer, P. Werner, M. Battiato, and K. Held, Quantum
Boltzmann equation for strongly correlated systems: Comparison to dynamical mean
field theory, Physical Review B 98, 134312 (2018).

U8 E R. Biebl and S. Kehrein, Thermalization rates in the one-dimensional Hubbard
model with next-to-nearest neighbor hopping, Physical Review B 95, 104304 (2017).

HINM. Eckstein, M. Kollar, and P. Werner, Thermalization after an Interaction Quench
in the Hubbard Model, Phys. Rev. Lett. 103, 056403 (2009).

1207, S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products, Academic
Press, seventh edition, 2007.

183



